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Introduction
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execution

Large amounts of HL-LHC will produce Creates more ROOT, including RDataFrame, is being
data are needed for 30 times more data computing needs and upgraded to address new computing
new discoveries than the LHC has requires technological challenges
produced as of today. evolution
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https://root.cern/
https://github.com/root-project/analysis-grand-challenge

>=4 jets, 1 b-tag

Analysis Grand Challenge =ooo

B single top W

I victs

4000
Our task: 3000
« Test the performance of the distributed AGC RDataFrame
. . . 2000
implementation with TTree and RNTuple
1000
. . >=4 jets, 2 b-tag
« Validate the consistency of results 2000 .
I e 100 150 200 250 300 350 400 450 500
| B singie_top_s_chan
7000 single.tap_t han Hr [GeV]
B singie_top 1w
« AGCis a common open and reproducible analysis 6000 -
benchmark of different implementations 5000
4000
3000
2000
1000

%0 100 150 200 250 300 350 400 450 500 550
m; [GeV]

Statistical
Event selection, . , d::a Statistical Result,
systematic Histograms building analysis diagnostics

uncertainties

Y ANy /1

=1, CERN



https://iris-hep.org/projects/agc.html

Multithreaded and Distributed RDF

. o L]
Multi-threaded RDF Distributed RDF
r’_
import ROOT import ROOT
ROOT.EnableImplicitMT(args.ncores) from distributed import Client
df = ROOT.RDataFrame('treename', 'filename.root') df = ROOT.RDF.Experimental.Distributed.Dask.RDataFrame
] ('treename', 'filename.root', daskclient =

# Rest of the analysis code . . .

Workers
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https://swan.cern.ch/

Benchmarks & validation
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Challenges

Using user-installed packages in a distributed environment, specifically on CERN-SWAN
v Learned how to packages are managed and distributed across multiple workers

Navigating the SWAN interface can be problematic sometimes due to network issues.
v Gained insight into navigating the SWAN interface.

ldentifying and resolving small bugs in the physics analysis.
v Gained a broader knowledge of key physics analysis elements, such as handling of
systematic uncertainties.

Runtimes for lowest number of cores are long making the process time consuming.
v Gained context of the challenges faced in the HEP community.
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« Provide a demonstration analysis using the recently released
2016 CMS Open Data

« Perform memory profiling of distributed workers

« Optimize performance by tunning the data partitioning
parameter
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Thank you!
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Computation Graph
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Task Graph
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Analysis Grand Challenge
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Our task:
« Test the performance of the distributed AGC RDataFrame 2000
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« Validate the consistency of results
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* AGCis a common open and reproducible analysis benchmark of |

different implementations
* tt cross-section measurement
+ Represents a realistic analysis pipeline showing workflows
envisioned for the HL-LHC including;:
« Event selection
«  Weighting
+ Systematics variations € 700 150 200 250 300 350 400 450 500 550
«  Histograms production ’ e
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https://iris-hep.org/projects/agc.html

