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PROJECT BACKGROUND

LHCb experiment Data centers Data farms
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PROBLEM STATEMENT

Hardware Fai lures

Software Issues

Resource Constraints

Environmental  Factors

How to detect anomal ies in servers?

Problems

Data Loss

Downtime

Data Inconsistency

Ineff ic ient use of
resources

Consequences
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FRAMEWORK
an open-source  p latform for
machine learning and MLOps  on
Kubernetes 

1.Define pipel ine 
components

2.  Compile  to
YAML f i le

4.  Run recurrent cal ls3.  Create pipel ine in
Kubeflow Central  Dashboard
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PIPELINE
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DATA COLLECTION

Prometheus

Logs

event monitor ing
and alert ing

Metrics
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Fi l l  missing values and
choose important

feature

Spl it  dataset into train
and val idation

Feature scal ing

DATA PREPROCESSING
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Correlat ion matrix

DATA PREPROCESSING

Fi l l  missing values and
choose important

feature

Spl it  dataset into train
and val idation

Feature scal ing
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Validation

DATASET

Fi l l  missing values and
choose important

feature

Spl it  dataset into train
and val idation

Feature scal ing

80% 20%

Train

DATA PREPROCESSING
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Fi l l  missing values and
choose important

feature

Spl it  dataset into train
and val idation

Feature scal ing

Standard scaler Min-Max scaler

DATA PREPROCESSING
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MODEL TRAINING

Unsupervised learning

unlabeled data

12



Sequential  model

MODEL TRAINING

VAE
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TESTING
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difference between the
actual value and the
model prediction over
the entire data set

TESTING
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the average squared
difference between the
estimated values and
the actual value

TESTING
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DETECT ANOMALIES

Reconstruct loss on
predicted data

Find threshold as 99.9th
percenti le  

Identify anomalies 
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Reconstruct loss on
predicted data

Find threshold as
99.9th percenti le  

Identify anomalies 
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Reconstruct loss on
predicted data

Find threshold as
99.9th percenti le  

Identify anomalies 

DETECT ANOMALIES
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Reconstruct loss on
predicted data

Find threshold as
99.9th percenti le  

Identify anomalies 
when the
reconstruction loss
exceeds the threshold

DETECT ANOMALIES
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SEND ALERTS
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 Automated the anomaly detection process and increased efficiency

Improved the accuracy and reliability of  the whole pipeline

Implemented daily monitoring for continuous detection and timely alerts

CONCLUSION
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THANK YOU!
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