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Introduction to Object storage

1.0

What is Object
Storage?

e Data is broken into small discrete units
known as objects and stored in a flat

architecture

e |t can be accessed by simple network APIs

e Organized into logical containers which
store the objects, commonly known as
buckets

* Itis cost efficient and can scale into
extremely large quantities while
maintaining quick access

Object Storage

= Objects

Ol:l

Bucket 1

Bucket 2



CSI and KS8s

e Container Storage Interface provides a platform to expose
block and file storage systems.

e Prior to CSI, connecting to new volumes plugins needed to
be directly a part of core Kubernetes. CSI allowed vendors
to move this logic into separate drivers. Some popular CSI
drivers expose Amazon EBS, Ceph, or Google Cloud Store.

* This meant more options for storage, and it made core
Kubernetes more secure and reliable.

e API-driven provisioning: It has StorageClass (SC),
PersistentVol (PV), PersistentVolClaim (PVC)



Need for COSI

Provide a generic, dynamic provisioning APl to consume object

store

App Pods can access the bucket in the underlying object-store

like a PVC
Be vendor agnostic (S3, RGW, Swift, GCS,

Object storage can't use the block and fi

used in CSI. The unit of provisioning in obj

etc..)

e storage primitives
ect storage is a bucket

(not a volume) and buckets are not mounted. Rather, they are
accessed over the network. Moreover, object storage allows for
more granular access control. - Requires a new standard for

managing object storage



Container Object
Storage Interface (COSI)




COSI
Architecture

COSI Controller Manager: acts as the main
controller that processes changes to COSI API
objects. A central controller that validates,
authorizes and binds COSI created buckets to
BucketClaims.

COSI SideCar: acts as a translator between COSI
APl requests and vendor-specific COSI Drivers.
All operations that require communication with
the OSP is triggered by the Sidecar using gRPC
calls to the driver

COSI Driver: vendor specific component that
receives requests from the sidecar and calls the
appropriate vendor APIs to create buckets,
manage their lifecycle and manage access to
them.

COSI
Terminologies

e Bucket: Resource to represent a
Buckets are cluster-scoped.

e BucketClaim: A
BucketClaim is namespace-scoped

e BucketClass: Resouce for configuring
common properties
BucketClass is cluster-scoped.

 BucketAccessClass: Resource for configuring
common properties
BucketAccessClass is a clustered resource
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tldr;

BucketClaims/Bucket are similar to PVC/PV.

BucketClaim is used to request generation of new buckets.

Buckets represent the actual Bucket.

BucketClass is similar to StorageClass. It is meant for admins to define and control policies
for Bucket Creation

BucketAccess is required before a bucket can be “attached” to a pod.

BucketAccess both represents the attachment status and holds a pointer to the access
credentials secret.

BucketAccessClass is meant for admins to control authz/authn for users requesting access
to buckets.

The two APIs, namely, BucketAccess and BucketAccessClass dre used to denote access
credentials and policies for authentication since object storage is always authenticated, and
over the network, access credentials are required to access buckets



Two Deployment Models:

Deployment Model 1: K8s Magnum

Openstack Project

~

K®s Magnum Cluster
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COSI Driver + Secret

Nomespaces
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Two Deployment Models:

Deployment Model 2 : PaaS

Openstock Project
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Poaos Service

COSI Driver + Secret
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Bucket Creation using
COSI



Bucket Creation

User story: Wants to Create an S3 Bucket and has access to the bucket.

Admins - creates BucketClass represents a set of common properties shared by multiple

buckets. It is used to specify the driver for creating Buckets, and also for configuring driver-
specific parameters

kind: BucketClass
apiVersion: objectstorage.k8s.1io0/vlalphal
metadata:

name: sample-bcc

deletionPolicy: Delete

parameters:
objectStorellserSecretName: ceph-object-user-my-store-cosi
objectStorellserSecretNamespace: ceph-cosi-driver

Users - request buckets to be created for their workload by creating an "ObjectBucketClaim®

kind: BucketClaim
apiVersion: objectstorage.k8s.10/vilalphal
metadata:

name: sample-bucket3

hamespace: notea

spec:
bucketClassName: sample-bcc
protocols:

iy :-"
=
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[karanjot@lxplus968 examples]$ kubectl get pods -n notea

NAME READY STATUS RESTARTS AGE
notea-deployment -5bc91T99669 -wz x9m 1/1 Running & 5d28h
[karanjot@lxplus968 examples]$ kubectl get pods -n ceph-cosi-driver

NAME READY STATUS RESTARTS AGE
objectstorage-provisioner-867fd4b79-mScwp  2/2 Running @ 6dlh
[karanjot@lxplus968 examples]$ kubectl get pods

NAME READY STATUS RESTARTS  AGE
objectstorage-controller-bc6586f8d-67rdg 1/1 Running @ 15d

[karanjot@lxplus968 examples]$ vim bucketclass.yaml
[karanjot@lxplus968 examples)|$ vim bucketclaim.yaml




Generating Access
Credentials for Buckets
using COSI



Generating User Bucket Creds

User story: Wants to Create Creds for Access to each Bucket

Admins - creates BucketAccessClass which represents a set of common properties shared

by multiple BucketAccesses. It is used to specify policies for creating access credentials, and
also for configuring driver-specific access parameters.

kind: BucketAccessClass
apilVersion: objectstorage.k8s.10/vlialphal
metadata:
name: sample-bac
driverName: cosi.ceph.objectstorage.k8s.10

authenticationType: KEY

parameters:
objectStorelserSecretName: ceph-object-user-my-store-cosi
objectStorelserSecretNamespace: ceph-cosi-driver

Users - request access to buckets by creating an BucketAccess

kind: BucketAccess
apiVersion: objectstorage.k8s.1i0/vlalphal
metadata:

name: sample-access3

namespace: notea

spec:
bucketClaimName: sample-bucket3
bucketAccessClassName: sample-bac
credentialsSecretName: sample-access-secret:

protocol: s3




e Secret Created

kubectl get secret -n notea
NAME
ceph-object-user-my-store-cosi
sample-access-secret
sample-access-secretl
sample-access-secret
sample-access-secret

"."
[
.
2

TYPE

Opaque
Opague
Opague
Opaque
Opaque




[karanjot@lxplus951 examples]$ cat bucketclaim.yaml
kind: BucketClaim
apiVersion: objectstorage.k8s.io/vlalphal
metadata:

name: sample-bucket-test-demo

namespace: notea
spec:

bucketClassName: sample-bcc

protocols:

- 53
[karanjot@lxplus951 examples]$ vim bucketaccess.yaml
[karanjot@lxplus951 examples]$ kubectl create -f bucketaccess.yaml
bucketaccess.objectstorage.k8s.io/sample-access-secret-test-demo created
[karanjot@lxplus95]1 examples]$ kubectl get secret -n nuteal




Generating User Bucket Creds

Problem: Project-Wide s3 creds doesn’t have access to creating User-Bucket Key-Pairs

Openstack Project
|
S3 Creds -> Create, Retrieve, Update, Delete Operations
(Secretkey, AccessKeyID)

|

Create Bucket using COSI

/

Create Userl —===-= > Provide Access to Bucket 1 to User 1 (H’e.lf—P'mirjl

User]l ==-=> I(e&r*F‘ajr --==> Bucketi
Usera ---> Key-Pair ----> Bucketa
Userd ----> K’e.y—F‘nIr -===» Bucket3

We cdon't pn::uinlg Perwms on the 3 creds to ereate Users and Mange Acls



Generating User Bucket Creds

Workaround for K8s Magnum - Directly Pass Secret Key for every Bucket

148 147 func (5 #provisionerServer) OriverGrantBucketAccess(ctx context.Context,

149 148 req #cosispec.OriverGrantBuecketAccessRequest) (#cosispec.0riverbrantBucketAccessResponse, error) f
156 - Jf TODO ; validate below details, Avthenticationtype, Porameters
151 149 userName = req.GetHame()
153 158 bucketName := req.GetBucketId()
153 151 klog.¥(5).Infof("req %v*, req)
154 - kKlog.Info{"Granting vser accessPolicy to bucket ", “userdame™, uvserMame, "bucketName", bucketMame)
152 klog.Info("Granting user access to bucket *, “"userName", userName, “"bucketMame®™, bucketMame)
155 153 parameters := req.GetParameters()
156 154
157 saClient, rgwAdminClient, err := initializeClients(ctx, s.Clientset, parameters)
156 | » sacratiey, arr = fetchSecretMey(ctx, s5.Clientset, parameters)
158 154 if err I= nil {
159 - Klog.ErrorS{err, "failed to initialize clients™)
1460 - return nil, status.Error(codes.Internal, “"failed to infitialize clients™)
) 161 - }
142
163 - user, err = prguAdainClient.CreateUser{ctx, rowadmin.Userq
164 - ID0: userName,
145 DisplayName: userName,
164 - })
1467 -
148 - AF TopD : Do we nesd fail for UserErrorExists, or saae account can have auvltiple BAR
149 - if err != nil && lerrors.Is{err, rgwadmin.ErcUserExists) {
170 - Klog.ErrorS{err, "falled to create uvser™)
171 - return nil, status.Error(codes.Internal, "User creation failed=)
172 - ¥
173
174 - policy, err := s3Client.GetBucketPolicy(bucketNome)
175 - if err Iz nil {
174 - if aerr, ok := err.{awserr.Error); ok & aerr.Code() != "NoSuchBucketPolicy® {
177 - return nil, status.Error(codes.Internal, "fetching policy failed®)
178 - }
157 + klog.ErrorS{err, "failed to fetch secret key™)
158 return nil, status.Error(codes.Internal, "failed to fetch secret key")
17 159 }

Full Snippet: https://gitlab.cern.ch/karanjot/ceph-cosi/-/commit/d31be044faf09a290562ee4872blelaccdb57e02



Generating User Bucket Creds
No Workaround Needed for PaaS Model

Openstack Project
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Poas Service

COSI Driver + Secret
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s3cmd --config S3CONFIG.cfg 1s

2024-07-02 14:32 s3://s ﬁ|u;Ln bccbasdlchd4d-aal9-401d-bed3-|

2024-07-16 12: 35 s3://sample-bcc962ch321-3el7-4eB2-9b5d-

2024-07- ;1 P9:53 s3://sample-bcca8fc655b-e4d6-4bb2-a5d6-2527470153c7
2024-07-10 16:14 s3://sampl U—LfchLJ;tﬁf—*hﬂU 48c2-91fb-ca

EGE&—Ju—éu 13:45 s3://test-jack

2024-06-21 09:02 s3://test-karan

Problem with the
Bucket Names

COSI generates random long bucket names to prevent hijacking of buckets

https://github.com/kubernetes-sigs/container-object-storage-interface-spec/issues/45




Openstack Project
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e Using Noted - a note-taking application,
for sample deployment

* Namespace - Notea

e Deployed using Helm Chart

application:
# Requlired parameters:
# Password to login to the app
password: "=your-password>"
# AccessKey
store_access_key: "<your-s3i-access-key>"
¥ SecretkKey

store_secret_key: “"<your-s3i-secret-key>"
¥ Bucket

store_bucket: “<your-s3-bucket>"

¥ Optional parameters:

# Host name or an IP address.

store_end_point: “<your-s3-end-point>"

* Longer Process - Getting bucket name
and then including it in our values.yaml
for helm chart

 Not a Good Practice to store secrets
like this



Problems with BucketNames

Workaround

e Expose the secret as volume and use an entry point script to export the secrets/bucket-name as
environment variables.

vo lumeMounts:

- name: cosl-secrets
mountPath: "/var/run/secrets"
readOnly: true

#! /bin/sh
S3_CONFIG_FILE=${S3_CONFIG_FILE:-"${SECRET_MOUNT_PATH}/BucketInfo"}

STORE_BUCKET=%(cat "$S3_CONFIG_FILE" | jg -r .zpec.bucketHamD}
STORE_ACCESS HE?:${cat "$S3_CONFIG_FILE" | jg -r .spec.secretS3.accessKeyID)
‘TUPE_JEEEET_HE¥:$[£at "$S3_CONFIG_FILE" | jg -r .spec.secre EJ ccua'”ﬂrlwtkru}

export STORE_BUCKET
expoxrt STORE_ACCESS_KEY

export STORE_SECRET_KEY

. . &
exec ‘ﬂ




Future Work: Bucket
Quotas, Backups etc.




Bucket Quotas & Backups

Quota Management through COSI: Size quotas
are left to drivers to implement b/c there is not
uniform support between vendors — esp. Cloud
providers don’t have size quotas

Mutability in Quota: This will require mutability in
COSI APIs tracked here currently:
https://github.com/orgs/kubernetes-
sigs/projects/63/views/1?
pane=issue&itemId=58104711

Replication and Backups: Not currently in spec
but planned for future. Replication is a higher level
feature, probably good to wait to discuss until v1
or later API, after more baseline needs are in
place

e A discussion regarding Bucket Quotas and
Backups is scheduled for tomorrow with
someone from the sig-storage-cosi core
team who is also a maintainer at Ceph.

e Any Questions? That would be helpful to ask
him



Thank
y0u (iERI\I

Special thanks to my supervisors for answering
my questions and their support.

Notes:
https://codimd.web.cern.ch/aQ6h8AjvTtyNH3M
_pVvY8tg




