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Uproot+Awkward
What are the problems?

required more memory to test
(maximum try 50 files for 15 GB RAM)

Next step to try!
save each file to numpy file
try to use torch dataloader and load from dir.
compare speed of training and memory using in
each approach.



Load with torch loader
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RBatchDataset(Iterabledataset)



RBatchDataset(Iterabledataset)



RBatchGenerator()
Awkward+Uproot RBatchGenerator
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Next step to try!
profiling with perf, memray to see What, Where,
When, and How the memory use.
Training Particle Transformers with
RBatchGenerator

RBatchGenerator()



Thank you


