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Missions of CERN

Research
Seeking [...] answers to questions about the Universe

Technology
Advancing the frontiers of technology

Collaborating
Bringing nations together through science

Training the scientists of tomorrow
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What it means everyday

Buid and operate accelerators
e from LINAC to LHC

e 24h/7

Buid and operate detectors
o Alice, Atlas, CMS, LHCb, ...

@ store the generated data

V.

Physics publications
@ provide analysis facilities
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Circular accelerators

RF cavities

Deflecting

magnets Focusing

magnets

Extractionsmagnets Injectionsmagnets

RF cavities
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LHC layout
TOTEM
. CMs
RF ; @ 8 sectors
CHvitiny DUMP @ 23 arc cells each

@ 1232 bending magnets

Cleaning

Cleaning

.l';,so ® &@
LHCS ATLAS
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LHC Cell layout

106.90 m

MO, MQT, MQS
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Beam oscillations layout
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CERN accelerator complex

The CERN accelerator complex
Complexe des accélérateurs du CERN

HiRadMat
MEDICIS

AD ELENA
[ 2020G1m) | ISOLDE
1502 ]

BOOSTER A —r— B ...
e - REX/HIE- East Area
) s

n_TOF +
Em :S» [
— g o

bl CLEAR
LEIR I
Jons ‘
) H (hydrogen anions) pr P ions ) RIBs (Radioactive lon Beams) ) n(neutrons) P p (antiprotons) P e (electrons) P p (muons)

LHC - Large Hadron Collider // SPS - Super Proton Synchrotron // PS - Proton Synchrotron // AD - Antiproton Decelerator // CLEAR - CERN Linear
Electron Accelerator for Research // AWAKE - Advanced WAKefield Experiment // ISOLDE - Isotope Separator OnLine // REX/HIE-ISOLDE - Radioactive
EXperiment/High Intensity and Energy ISOLDE // MEDICIS // LEIR - Low Energy lon Ring // LINAC - LINear ACcelerator //
n_TOF - Neutrons Time Of Flight // HiRadMat - High-Radiation to Materials / Neutrino Platform
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Machine cycles
To LHC clock-wise or
= Field in main magnets counter clock-wise
—— = Proton beam intensity (current) 450 GoVt
t  =Beam transfer
SPS
M M 26 GeV
PS =1 —\
e A A AL A T ) ?
Ay TR
1.2 seconds Time >

B

DBOD
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The LHC control system

Controls Configuration

“Slot”

Equipment Y

Catalogue

Serial Number

Physical Equipment

36 & " (X
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The control system

CE'erAL uPERAr OR LOCAL OPERATOR
FIXED DISPLAYS CONSOLES _
PUBLIC
ETHERNET
NETWORK

TCRIR communication senvices
FILE SERVERS APPLICATION SERVERS SCADA SERVERS

2 & & 85 g

[ITY
[ |

CERN GIGABIT ETHERNET TECHNICAL NETWORK

TCRIE communcation sonies _
TIMING GENERATION ©
RT Lynx/0S Linux.
VME FRONTENDS PC FRONT ENDS ¥ 7 BLGs
| ECP/IP communication services -
PR $ 5 ! '
4 I—F y
2 ! 35 DBOD
gd ]
58
BEAM POSITION MONITORS, QUENCH PROTECTION AGENTS,
BEAM LOSS MONITORS, POWER CONVERTERS ég%&%gﬂgglgﬁﬁcg%
BEAM INTERLOCKS, FUNCTION ¥ i -
RE SYSTEMS ETC..

LHC M ACHI NE EQUIPEMENT
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Example of the cryogenic systems

Data Storage (pressures, temperatures, actuator positions, etc)
e 100 000 different sensors, 80 millions datapoints per day
Remote virtual machines to operate
@ SWAN (Service for Web based Analysis, from BE)
o daily data analysis on archived data
GitLab stores and executes Python scripts every night
e performing various calculations on cryogenic data

@ confluence website to perform daily follow-up operations

S =
N—t
- g ) W
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Behind the Cryo control

v GitLab LHC Tunnel S12
VX.Y (branch 1)
K
1
LHC Tunnel S23
LHC Tunnel vX.Y (branch 1) P
The old CI - branch 1 &
Added in the S\ - branch 2
new Cl
LHC Tunnel S12
vX.Y (branch 2) ’
i lc1 denkinsf” ———————— &%
+~»| =branch 2 D
P
& ™ ClusterD
o VX.Y (branch 1)
ClusterD )
- branch 1 — gl
/ - branch 2
" ATLAS SRCP
IATLAS SRCP VX.Y (branch 2)
- branch 1 \ @
- branch 2 )/
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@ CERN Beam Performance Tracking Q_ Search @ Gitap

Peak Heatload
® Arc12 @ Arc23 e Arc34 e Arc45 e Arc56 e Arc67 o Arc78 e Arc81
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Slow process detection |

FLE EDT VEW N WoGETE  HELP

B+ @) @R (> mC» [ 2

In [1):| 1 impart matplotlib.pyplet as plt
Dp_max = &,

pAt.rcParans.update({ Fant . size’: 15})

-ones(Len(xaew))

subplots(L.1)
ze_inches(15,5)

axt_plot(x,y, -, Lie
1 axd plot (xnew, ynew?,
plot (xniew, yriew,

Out[18]: <metplotlib.legend.Legend 2t Bx7F

Filter pressure Drop

1
— op

poly fit @ arder 1

poly fit @ arder 2
08
06
So4
02
00
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Anatomy of a particle detector

o-lvn ) J 1[ 4' 1' e-ln
[ Im o i am
Key:
- Muon
Electron
Charged Hadron (eg. Plon)

= = = = Meutral Hadron (e.g. Neutron)
----- Photon

Supeeconducting

Scdenaoid
Transwerse slice

threwgh CAS

I ratu ok i pe reed
with Muscn chambers
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Tracking
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Tracking
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Real life tracking
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Particle identification
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Tracking Muon

RICH ECAL HCAL

System Chambers

Electron
—

Muon

—-

Proton
Kaon
Pion
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Particle identification real life
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Experiment controls

ATLAS DETECTOR
CONTROL

‘Evcnoc
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LHC BUNCH

CROSSING (40 MHz)

5TB/s
30 MHz non-empty pp

5
FULL TB/s
DETECTOR > RECONSTRUCTION
READOUT & SELECTIONS
(GPU HLT1)

0.51.5
PARTIAL DETECTOR N >

All numbers related to the dataflow are
taken from the LHCb
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Triggers

REAL-TIME
ALIGNMENT &

CALIBRATION

OFFLINE

PROCESSING
FULL DETECTOR

RECONSTRUCTION
& SELECTIONS
(CPU HLT2)

e o BUFFER B 4

70-200

ANALYSIS
PRODUCTIONS &
USER ANALYSIS
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Storage
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https://monit-grafana-open.cern.ch/d/mHqFLAbik/wlcg-storage-space-accounting

@8 L
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Catalogs, LFNs, replicas, ...

From DIRAC’s documentation - concepts

@ Logical File Name : identifies a File
A file can have several Replica

@ Replica : a physical copy of an LFN stored at a StorageElement
o StorageElement : a physical storage endpoint

o Catalog : namespace of the DataManagement
Files and their metadata are listed there
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Scheduling physics jobs

User Interface

( % Job
‘; , " XML chunk
5. 1dle jobs :.]:::;‘::: a

dl::mry B, partitioning

:\ ) @ schoma

O
e Y

AES key

= H Resource Broker
decoding ;;;'_",;f i :
conversion | 4. ldlejobs | 2. Matchmaking
¢ [registration and

idle jobs
Y scheduling
srarage Elements

9. Data decrypting
and job execution | 3
) €1 Input XML data
“ chunk retrieving

A7 cE 9
3. Idle jobs running &
- 10. Output XML data

chunk writing

'@0

Worker Nodes

/00

Computing Element
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The physics code - ROOT and pytho

My Histo
In [7]: import ROOT
s _F
In [81: %jsroot on 8 ol
In [9]: h = ROOT.THIF("myHisto","My Histo;X axis;Y axis",64, -4, 4) C
h.FillRandom("gaus") C
Warning in <TROOT::Append>: Replacing existing TH1: myHisto (Potential memory leak).
In [10]: fitResultPtr = h.Fit("gaus","s") E
PeresEeTIRIE NSRS E TSRS RIS RIS 150 —
Mininizer is Minuit2 / Migrad r
chi2 = 43.9136 -
NDf [
Edn 2.99816e-07
Nealls 53
Constant L9854/ 4.
Hean 0.0155223 4/-  0.0141501
Signa = To.omsm3r 4/ 0010559 (Linited)
In [11]: €1 = ROOT.QROOT. GetListofCanvases () .Findobject *c1*)
c1.Draw() 1 L | | |
2 E T T 2

X axis
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Publication

Test of lepton flavour universality with B — ¢/*/~ decays

Lepton flavour universality is tested here for the first time using B<? decays. The B » pe*e™ decay, in particular, was

never observed before. Branching fraction ratios between the B » dpe‘e™ and B;? » ¢pp*u~ decays are measured in three
regions of dilepton mass squared, g7, with 0.1 < g2 < 1.1, 1.1 < g2 < 6.0, and 15 < g2 < 19 GeV2/c* as shown in the image on
the left. This is the first dedicated lepton universality test in the high g2 region. The results agree with the SM expectation.

T
+|;4 ¢ < 60G

T T T F
LHCh L =907

= 0 TR
5800 6000 800 5000 5200 5400 5600 5800 60D

0 =
1600 4800 5000 5200 5400 5600
m(K*K e*e”) MeV /] m(K*K-e*e”) [MeV /]
T T T T T T
5 Lo =907" LHCb Ly = 97"

MeV/e?)

—— Model
al

‘ombinatorial

-\ pK v

B KJ[v
B = ov(25) E - B oJ/y
- o) E
o — 0 L L
5000 5250 5500 5750 6000 6250 6500 4800 5000 5200 5400 5600 5800 6000
m(K*+K-e*e”) [MeV/c? m(K+K-c*e™) [MeV/c
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Conclusion

Physics is essentially computing !
And IT services are essential

DX R ¥sis=
aa@@@m
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Sources

Taking a closer look at lhc.
https://www.lhc-closer.es/.

Fabiana Lauro.

General purpose tools for longitudinal beam dynamics studies, 2023.
Presented 2023

Heather Gray.

Tasi 2022 lectures on lhc experiments, 07 2023.

Stefano Redaelli, llya Agapov, R Calaga, Bernd Dehning, M. Giovannozzi, Federico Roncarolo, and Rogelio Tomas.
First beam based aperture measurements in the arcs of the cern large hadron collider.

05 2009.

B. Frammery.

The Ihc control system.

2005

Czeslaw Fluder, V. Lefebvre, Marco Pezzetti, A. Gonzalez, P. Plutecki, and Tomasz Wolak.
Automation of the software production process for multiple cryogenic control applications.
10 2017

Atlas control main page.
https://atlas.cern/updates/news/coordination-collisions.

Lhcb event display.
https://lhcb-eventdisplay.web.cern.ch/.

Denis Derkach, Mykola Hushchyn, and Nikita Kazeev.

Machine learning based global particle identification algorithms at the lhcb experiment.
EPJ Web of Conferences, 214:06011, 01 2019.
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Sources

Lhcb trigger data flow.
https://lhcb.github.io/starterkit-lessons/first-analysis-steps/dataflow-run3.html.

Francesco Tusa, Massimo Villari, and Antonio Puliafito.

Credential management enforcement and secure data storage in glite.
1JDST, 1:76-97, 01 2010

LHCb collaboration et al.
Test of lepton flavour universality with bg — @£ 0™ decays, 2024.
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