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What can go wrong?




Deploying correctly is hard,
we need to rely on services.




Let’s make a pizza

Buy all the ingredients




Let’s make a pizza

Buy all the ingredients Buy a premade dough
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Let’s make a pizza \

Buy all the ingredients Buy a premade dough Just order It
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Paradigms of cloud computing

e |aaS
o virtualized components that replicates the physical architectures
(VMs, Block Storage, etc...)
e Paa$S
o a platform for building and deploying applications without
managing the infrastructure

e SaaS

o just use the software
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Our PaaS platform k

Let’'s see together how it works

https://paas.cern.ch/



https://paas.cern.ch/

It’s Kubernetes under the hood




A package manager for
kubernetes

-
HELM

A

Let's see together an example



https://github.com/open-webui/helm-charts/tree/main/charts/open-webui
https://github.com/open-webui/helm-charts/tree/main/charts/open-webui

Thanks!




Exercise 1

e Create a project on paas-stg (use webservices-
portal) with Test category
e Deploy the application from Modern application
and deployment lecture
o using S2I (Import from git)
o deploying the container image directly

e | ook at the logs of your app on logs.paas.cern.ch



Exercise 2

e Deploy openwebui helm chart with a custom values file
o disable ollama and pipelines components
o set the hostname to myname-test.app.cern.ch
= add [1] to the ingress config to make it visible outside CERN
o increase the replicas to 3
o use image gitlab-registry.cern.ch/apimpo/open-webui/myimage
with tag latest-x86_64
e Extra:

o connect it with a DBoD Postgres instance (extra envvar

DATABASE_URL)
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Screenshots

y Search Dashboards
= 0 Dashboards Welcome dashboard
Welcome text

Welcome to the OKD PaaS log platform!

On the right side you can see your most active projects in terms of number of log lines as well as the amount of logs by document type. Logs
are available for 30 days.

This service powered by OpenSearch,

Access permissions

Access permissions are synchronized on demand. If you see permission errors or missing logs please open https://logs.paas.cern.ch to
synchronize the permissions. Anyone who has admin permissions on an QKD project (usually the owner and members of the admin group)
will be able to view project logs in OpenSearch, i.e. if you have access to a project in the OKD Web Console, you should also have access in
OpenSearch. See also "Permission management” in the Paas user documentation.

Viewing logs

Open the "Discover" view to search through the logs of your projects. There you can use filters (in the top-left corner) to narrow down the
results. For example, data.namespace: my-project will only show logs for that particular project and data.container_name: foobar
will enly show logs from the named container.

Log types

Furthermore, you have access to four different types of logs (called "documents” in OpenSearch) - you can use the following filters to narrow
the search:

+ Container/Pod logs (written to stdout/stderr): metadata.type: paas-container
« Audit logs (wheo created/updated/deleted resources in the project): metadata.type: paas-audit
¢ HTTPingress router logs: metadata.type: paas-router

¢ Kubernetes Event logs: metadata.type: paas-events
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Fullscreen  Share Clone  Reporting & Edit a

Number of documents per project

dirack

FemU-dEy

apenshift-ovn-kubemetes
ttaaxs

edimid-prod

data.namespace: Descending

opwebiook:

cernphane-migration
autharization service-api

Othar

Percentage of documents by type

paas-stg-centainer (0.88%)

paas-router (22.52%) ‘
paas-container [76.12%)

@ Count

@ paas-container

® paas-router

@ paas-stg-container

@ paas-audit

@ paas-stg-audit
Qther

@




Screenshots

+] (7] apimpow

Project: itgptga = Application: All applications = @ View shorteuts =
!!! Display options = Filter by resource = Y Mame =  Find by nan LA | ]
4
) ui-nginx Actions
A Health checks x
Container =.1|-nginx does not have health checks to ensure your
application is running correctly. Add health checks
tails Resources Observe
“ @
Metrics ~
- -
- -
- -
- -
11
CPU usage nspect

O Nt o @ ©

© s ]
A itgptga B

C jdmmwaz
Q e‘ na r1 1l-nginx-B5c493c680-qdqv2




Screenshots

+] (7] apimpo =
Project: itgptqa =

v Bandwidth

Recelve Bandwidth

Inspect Transmit Bandwidth nspect
pol
Observe 80 23K
rch )0 Bp |
| KE |
| |
| S KBy |
N e | s il R — J |
|
= = PM oM - = = - - PM -
nginx-85cAREchEE-S
Ui - BECADBCORG-jdmwz ui-nginx-85¢ 498 c6EG-jd
B ui-neginx-B5c4880686-qdge2 B ui-nginx-85c: G88-gdqv2
v Average Container Bandwidth by Pod
Awerage Container Bandwidth by Pod: Recelved Inspect Average Container Bandwidth by Pod: Transmitted nspect

e




Screenshots

+] (7] apimpow

Project: itgptgqa

Observe

Dashboare Metrics Alerts Siler

Y Filter = arch by

MName Severity Alert state Motifications

VolumeUsageAlert Warning -




Screenshots

L+ (2] apimpo »

Project: test-ber
M| Create applications using samples «2 Bulld with guided decumentation M Explore new developer features

Discover certified Helm Charts +

MNET =
Gos Get started with Quarkus using s2i Start builkding your application quickly in topology
Get started with Spring >
e a ples Y 3l i it What's new in OpenShift &
Developer Catalog Git Repository ® Container images [ Sharing From Local Machine
. y an existing Image fror t : ws you to add
M All services € Import from Git Image registry or Image stream tag emov & to the project B Import YAML
tal rt G Create re Ir from thair YAML
1 e built and deployed
2 Database B Samples B Upload JAR file
M i tenrs by £ Shift

& Operator Backed

% Helm Chart

https:/fpaas.cern.ch/import/nsftest-ber



Screenshots

+] (7] apimpow

v Hide advanced Git options

Git reference

Optional branch, tag, or commit

Context dir

[realworld

Optional subdirectary for the source code, used as a context directory for build.

Source Secret

Select Secret name -

Secret with credentials for pulling your source code.

& Builder Image detected.

A Builder Image is recommended
@ Python311(UBI9) # Editimport Strategy

Build and run Pythen 3.1 applications on UBI 9. For mere information about using this builder image, including OpenShift
considerations, see https;jfqithub.com/sclorg/sZi-python-container/blob/master/3.1/README.md.
Sample repository: htt sclorg/django-ex.git &

ithub.co

General

Application




Import from Git

Git

Git Repo URL *

Screenshots

I https://github.com/nickjj/docker-django- example{

lated

» Show advanced Git

@ Multiple import strategies detected
The Deckerfile at Dockerfile is recommended.

Dockerfile

General

Application name

docker-django-example-app

# EditImport Strategy

A unigue name given to the application grouping to label vour resources

Mame *

darkar-diannn-svamnla

2]

apimpow



Screenshots
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Project: test-ber =

Add Storage to (@ csc-development-exercise-2
PersistentVolumeClaim *
' Uze ensting claim

Select claim -

Create new claim

Mount path *

Mount path for the volume inside the container,

) Mount as read-anly

Subpath

ConfigMaps

Optional path within the volume from which it will be mounted inte the container. Defaults to the root of the velume.

The velume will be meunted inte all containers. You can se tainers instead.
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Add health checks Lcammorez

Health checks for @ 56—

ent-exercise-2

Container (@ csc-development-exercise-2

Readiness probe

A readiness probe checks if the Container is ready to handle requests. A failed readiness probe means that a Centainer should not receive
any traffic from a proxy, even if it's running.

© Add Re

Liveness probe

A liveness probe checks if the Container is still running. If the liveness probe fails the Container is killed

QA

Startup probe
A startup probe checks if the application within the Container is started. If the startup probe fails the Container is killed

© Add Startup probe

Add Cance! |




ConfigMaps
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ED cephis

ED cephis-no-backup

@ cephfs-ssd

@ cephfs-ssd-no-backup
€D cvmfs
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® Filesystem O Block

Mount path *

Mount path for the volume inside the container.

Mount as read-only

Subpath

Optional path within the volume from which it will be mounted inte the container. Defaults to the root of the velume
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Helm
Helm Releases Repositories Helm Release
Repository
Mame - earch by name
Mame Display Name Mamespace Disabled Repo URL Created
test-openwebui st-ber False com/ & @ Nov 3, 2024, 4:09 PM i
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Create ProjectHelmChartRepository

Add helm chart repositery in the namespace.

Configure via: @ Form view YAML view

Mame *

test-openwebui

A unigue name for the Helm Chart repository.

Display name

A display name for the Helm Chart repasitony.

Description

A description for the Helm Chart repository,
Disable usage of the repe in the developer catalog

URL *

https:/helm.openwebui.com/

Helm Chart repositery URL.

» Show advanced options
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Developer C
Helm Charts

Browse for charts that help manage complex installations and upgrades. Cluster administrators can customize the content made available in the catalog. Alternatively, developers can try

g > Helm Charts

| Anitems All items
Middleware )
Q, Filter by keyword AZ = Zitems
Qther :

Chart Repositories

QOKD4 PaasS Helm by Helm Charts Helm Charts Helm Charts
HELM Ol o
Charts (1) e
test-apenwebul (7) Cern Auth Proxy Open Webui Pipelines
Helm chart for installing an S50 Open WebUI: A User-Friendly Pipelines: Ul-Agnostic Cpendl
Proxy on CERM PaaS Web Interface for Chat AP Plugin Framework
Interactions

https:/fpaas.cern.ch/catalog/nsitest-ber?catalogType=HelmChart&selectedid=test-openwebui--https%3A%2F%2Fhelm.openwebul.com%2Fopen-webui-3.4.3.tgz



Screenshots

Ol Open Webui

Latest Chart version Description
343
Open WeblUl: A User-Friendly Web Interface for Chat Interactions
Product version
0335 README
Source b =
open-webul
NfA p
Open WebUl: A User=Friendly Web Interface for Chat Interactions
Provider
N/A Homepage: | www.openwebui.com/
Home page Source Code
https,{fwww.openwebui + https:fgithub.comfopen-webuifhelm-charts
com/ & » https:/github.comfapen-webuifopen-webui/pkgs/container/open-webui
Repository = httpsi/github.comfotwld/cllama-helm/
tesbopenwebui " https I.{,-"ﬁ;: b.docker. c¢|-1J.-’rl,-‘(:IIn"|'.a.,-’m llama
Maintalners Installing
M/A Before you can install, you need to add the apen-webui repo to Helm
Created at helm repo add open-webui https://helm.openwebui.com/
@ Oct 27,2024, 454 AM helm repo update
Support

MNow you can install the chart:
MN/A
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Create Helm Release

The Helm Release can be created by manually entering YAML or JSON definitions. For more information on the chart, refer to this f

Release name * Chart version *

Observe

apen-webui 343/ App Version 0.3.35 (Provided by Test Openwebui) -
rch
A unigue name for the Helm Release.

Configure via: Form view ® YAML view

M Form view is disabled for this chart because the schema is not available x




