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dd» SWAN in a nutshell

> [nteractive analysis with a web browser
*= No local installation is needed
= Based on Jupyter Notebooks
= Calculations, input data and results “in the Cloud”

> Good for data analysis and exploration, but also for teaching
> Easy sharing of scientific results: plots, data, code

> Added value: integration with CERN infrastructure and services!
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&> Integrating (CERN) services
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The Notebook

2 Displaying graphics

We can now draw the histogram. We will at first create a canvas, the entity which in ROOT holds graphics primitives. Note that thanks to JSROOT, this is not a static plot but an interactive
visualisation. Try to play with it and save it as image when you are satisfied!

In [5]: c = ROOT.TCanvas()
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We'll try now to beautify the plot a bit, for example filling the histogram with a colour and setting a grid on the canvas.

In [6]: h.SetFillColor (ROOT.kBlue-10)
c.SetGrid()

h.Draw()
c.Draw()
My Histo
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&™ Architecture

CVMFS EOS/CERNBox
(Software) (Data/User files)




&  Main user communities

> Physics analysis
» Usually last stages of analysis
» Interactive, exploratory
= Collision event data, ntuple-like, columnar
= More and more with Machine Learning
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> Non-physics analysis (e.g. ATS)

» LHC studies: extract machine measurements, query
machine settings

0.002

0001

= Beam dynamics simulation ° [ oo X o a0 0
= Query and process LHC logs distributedly via Spark o0 ®
= Query and plot monitoring data in experiment DAQ

systems
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> Education
» Many schools/workshops use SWAN for teaching



How to use It?




&  How to connect?

® © fyocemn v Signinto CERN +

< > C ®8 cern.ch

CERN Single Sign-On

Sign in with a CERN account Sign in with your email or organisation

Username m

Home organisation - eduGAIN

% External email - Guest access
Password

Sign in with a social account

signin By cicking o

transfer of your lo

Forgot Password?

Or use another login method .
G Google in Linkedin
A Two-factor authentication O Gt F acionai
») Kerberos
By logging n. you agree to comply with the CERN
Computing Rules,in particular OCS. CERN mplements
the measures necessary to ensure complance.
]

Have a CERN account

swan.cern.ch

oa ®  © (CEN v % davesde- Fles- CERNE: | + o

(=]

& A~ < » C @8 cemn.ch

Directory Q  Enter search term

< | CERNBox > eos > user > d > dalvesde } B - RN
W Alfiles 2 Upload
W Fovahes Name 4 Shares size Modified Actions
A shares | 538.4MB 7 months ago :

OS projects CERNBox ® 83MB 1day ago H

T Deleted files Contacts (2] 658 5 months ago H

Documents 28888 & months ago :

EOS explorer

Ioput for designers =) 8a3kB 8 months ago :

Winspaces explorer K8s 77 MB 7 months ago g

logs 108868 3 months ago H

Music 6338 8 months ago :

Pictures 6338 4 months ago H

@

0 3168 1doy ago :
SWAN 19 M8 4 months ago H
SWAN_projects 2668 13 days ago H

swan-charts 19MB 8 months ago H

To Read 50.3 M8

9 months ago H

oo s

Have a CERNBox space
(Open the service at least once!

® @ o+ G sun + oo

cernch =0 -

Configure Environment X

Specify the parameters that wil be used 1o contextualise the
container which i created for you. See SWAN service website for
more details and contact to administrators.

Ty out our new experimental interface based on JupyterLab and
let us know your feedback!

User Interface more.

Try the new JupyterLab interface (experimental)

Software stack mere...

[es :

Uss Python packages instalied on CERNBox

‘ AlmaLinux 9 (gec13) v

Environment script more.

Number of cores more.

L: ~

Memory more.

Moo ;

Start my Session

oar

Optional:

Req uest access to Spa rk
(Service Now Request)
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https://cern.service-now.com/service-portal?id=sc_cat_item&name=access-cluster-hadoop&se=Hadoop-Service

&> Start your session

Configure Environment

Software Stack: what
packages(versions) do you
want?
http://Icginfo.cern.ch/

let us know your feedback!

User Interface more...

Software stack more...

Specify the parameters that will be used to contextualise the
container which is created for you. See SWAN service
more details and contact to administrators.

Try out our new experimental interface based on Jupyt

W/ JupyterLab interface?
CERNBox: Include installed

[_] Try the new JupyterLab interface (experimental)

X

JupyterLab: Use the new

105a

/ packages in Python path

Personalise the
enVironment? Sta rtu p Platform more..

[_] Use Python packages installed on CERNBox

&~

/ Platform: what system/compiler?

. Almalinux 9 (gce13)
script!

Environment script more

Number of cores more...

B

|
—

Memory more...

‘ 8 GB

/ How much memory? And cores?

External computing resources

Spark & HTCondor: do you want

Spark cluster more...

None

to offload computations to a

CERN cluster? Which one?

HTCondor pool more...
MNone
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http://lcginfo.cern.ch/

&» Classic Ul
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&> JupyterLab

> The latest interface proposed by

Project Jupyter
= Notebooks, terminals, ...
= ... and virtually anything via extensions

> Started If users tick the box in the

form
= Will initially coexist with classic Ul
= To be made the default in the future

=
0B
3
h ']

=
hm

> Most SWAN extensions already
migrated to JupyterLab



&> CERNBox is your home

> All the data our users need for their
analysis
= CERNBoOx as home directory

= Experiment repositories, projects, open
data, ...

> Sync & Share

» Files synced across devices and the
Cloud

= Simple collaborative analysis

> Data accessible from other services
= E.g. Ixplus

CERN
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&» Projects

Folder with a set of
notebooks,
identified by a
“.swanproject” file
inside it

3.

Open in @ SW

https://cern.ch/swanserver/cgi-
bin/go?projurl=<path to your
repo>

® (D CERN ¥ @ My Projects

<

> C @6

o

SWAN > My Projects

My Projects

[ NAME =

W ATest notebook
W' Academic Training
' CBOX egroups

W' CERN-CSC-2019
' Cinemas Study

W Conformal-Maps
A Curso Python

N EOS ops

& Interview questions
W Polish Students Project
W Project

& RISE

W Simple_ROOTbook_cpp

cern.ch,

SHETE]

CERNBox

c =

/ 1. Create empty

2. Download from our

Gallery, GitHub, CERN
GitLab, CERNBox or
ROOT website
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&™ Creating notebooks

@ ® [CERN ¥ T~ JupyterLab + S 0O

< > C @8 cern.ch n -

D dalvesde

File Edit View Run Kernel Git Tabs Settings Help

- + c ¢ © Launcher + s

® ® ([DCERN v @& My Projects - CSCIT Serv | +
Filter files by name Q

. WAN_proj IT Servi
B / SWAN_projects / €SC IT Services / SWAN_projects/CSC IT Services < > Cc @8 cern.ch

1p  Name - Last Modified ‘—‘ Notebook
® "B [ ) -

. . J R SWAN > My Projects » CSC IT Services
=] Python 3 julia19.4 Octave R

CSC IT Services

ROOT : .

Data Analysis Framework ROOT C++

m ! Console

R @ o U @

Python 3 julia 1.9.4 Octave [}
J u Ia ROOT Gre
1
Simple O MO & 4 Mem:131.26/8192.00 MB
N

SWAN © Copyright CERN 2016-2024. All rights reserved.
rt | Github

Home | Community | S

Click + and choose
language

Octave
Python 3

R

ROOT C++
julia 1.9.4

Text File
Folder

\ @I

CERN
14 \




&» Notebook cells

® ® [jceN - Untitied ipynb - Jupyterla |+ S o I- k h h

P — Click to change the
File Edit  View Run Kernel Git Tabs Settings Help y p
- — B+t ¢ [ Launcher x urti x |+ -

| B+Xx00»nc - © TEssic Ul L0 Pythend O

Filter files by nam o,
o ¥ Markdown € .

W [ SWAN_projects | CSCIT Services | I LS LES @ @ (ODCERN » @ MyProjects-CSCIT Serv | @ Untitled - Jupyter Notebo: | + o0
g Name . Last Madified

C © 6 cenisioma

vices Untitled

FILE EDIT VIEW INSERT CELL KERNEL NAVIGATE WIDGETS HELP Trusted ‘Py!hunBO ?
oy B+ x e b+ v v mc» IR ©

Markdown
Raw NBConvert
Heading
In[1:

Markdown
Raw NBConvert
Mode: Com Heading

Simgle Dl E 4 Python3|idle  Mem: 20811 ( 8192.00 MB

pyright CERN 2016-202
Support | G

All rights reserved. CERN

CERN
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& Saving notebooks

® & ([ CERN ~ T Untitled.ipynb - JupyterLa | + )

=)

Autosave

< > c o8 comeh 0.

Fain.y D dalvesde

File Edit View Run Kemnel Git Tabs Seitings Help

- . + e & e x W+ [ ] ® () CERN ~ _ Untitled.ipynb - JupyterLa @ Untitled - Jupyter Notebo: =+
Fiter files by name ~ Q B+ XDD>=c» o V=0 < > cuee carn.ch
B [ SWAN_projects [ CSC IT Services | ' 1]: print("Hi!")
Lo Name - LastModified | I HL!
FILE EDIT VIEW INSERT CELL KERNE! NAVIGATE WIDGETS HELP Checkpoint created™e:42:32  Trusted ‘Pymons [e] ﬂ
0 B) + = @B 4+ ¥ > B C W Coe v @) e =
» In [2]:  print("Hi!")
onecutod in 3ms, fnished 16:42:28 2024-10-30
Hi!
In [ 1:
FILE EDIT  VIEW INSERT CELL KERNEL WIDGE
New Notebook [ NI H B C » Code
Open...
Make a Copy...
Save as... o
(=H1l )
Rename...
Save and Checkpoint
Revert to Checkpoint » Thursday, March 5, 2020 2:26 PM
Thursday, March 5, 2020 2:31 PM
Simple. 0OM1® < Python3|idle Mem:205.208192.00 MB Mode: Commandiill

| Print Preview

Download as »

Trusted Notebook

Force save + create Close and Halt
. . CERN
version (checkpoint) 16 \




&> Sharing (Classic Ul)

Share Project X

You are sharing:
CSC IT Services

Search by name or usemame

Use "a:" for secondary accounts.

Shared with

Search like from CERNBox (“a:” for secondary account)
(Egroups support released early next year)

Share Project X

You are sharing:

CSC IT Services

Search by name or username.

Use "a:" for secondary accounts.

Start typing to add names...

Shared with
& diocas Hover to remove
individual users

Stop Sharing Update

V\
Remove the share
CE’RW
for everyone 17 \
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GPUs & Machine Learning




&» GPUsin SWAN

> SWAN allows attaching a GPU to a user session
= We currently offer 18x Tesla T4 + 4x A100

> The GPUs are used interactively

» \WWhen starting their session, the user selects a CUDA software stack and gets a GPU

» GPU-enabled packages can then be used in a notebook and computations offloaded to the
GPU by default

In [1]: import tensorflow as tf

tf.debugging.set log device placement(True)

# Create some tensors

a = tf.constant([[1.0, 2.0, 3.0], [4.0, 5.0, 6.0]])

b = tf.constant([[1.0, 2.0], [3.0, 4.0], [5.0, 6.0]])

¢ = tf.matmul(a, b)

Executing op MatMul in device /job:localhost/replica:0/task:0/device:GPU:0 i, CE@G\Y
\



&» ML software on CVMFS

> Software provisioning for ML applications via CVMFS
» LCG CUDA stacks with GPU-enabled software for ML

Carmivi
I J File system

LCG
CUDA
Release

~

. I.'_"' 'Tensor

—— OPyTorch

?% ONNX
':frz\ RUNTIME

Keras
O learn

{J'.\ o r
o W g

NVIDIA.
CUDA
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Apache Spark




&» What is Apache Spark?

> Apache Spark

= An open-source parallel processing framework with expressive development APIs (in multiple

languages) that allows for sophisticated analytics, real-time streaming and machine learning
on large datasets

> Spark ecosystem

Spark Spark
Spark SQL Streaming MLIib GraphX
Graph
Comngation

Interactive :
Queries Stream Machine
processing Learning

Spark Core Engine
Yarn Mesos Standalone Kubernetes
Scheduler

CERN
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&> SWAN and Spark Architecture
l l

i l = Jupyterhub Web portal ]

Spark Worker
Python task

Python task

S
L/

AppMaster

CVMFS EOS/CERNBox | v <7
(Software) (Data/User files) Spr K

IT Hadoop and Spark clusters

CERN
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Spark Clusters

Configure Environment X

Specify the parameters that will be used to contextualise the
container which is created for you. See SWAN service website for
more details and contact to administrators.

Try out our new experimental interface based on JupyterLab and
let us know your feedback!

analytix 48 nodes General Purpose
(Cores _ 345 6’ [_] Try the new JupyterLab interface (experimental)
Mem — 34.49TB, T ;
StO rage — 19 84 P B) [ Use Python packages Installed on CERNBox

Platform more

nxcals 49 nodes Accelerator logging (NXCALS) [ et s goor ]
(Cores — 2712, project dedicated cluster Envronment scipt or..
Mem — 24.34TB, | |
Storage — 16.76 PB) Number of cores more...

E ]
Cloud 16 nodes General Purpose Compute ONLY e |
containers (Cores 256,

Mem — 1.87 TB, External computing resources
Storage — EOS) ‘ska.t :

HTCondor pool more...

‘ None v|

CERN
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&» Spark Connector

EETrE——— > Spark Connector — handling the
e spark configuration complexity
= User is presented with Spark Session
T (Spark) and Spark Context (sc)

= Ability to bundle configurations specific to
user communities

= Ability to specify additional configuration

CERN
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&d Spark Monitor

> Spark Monitor — Jupyter notebook extension @ESE

* For live monitoring of spark jobs spawned from the notebook

= A graph showing number of active tasks & executor cores vs time GoogleSurmmer of o
= A timeline which shows jobs, stages, and tasks

2 EXECUTORS 4 CORES

Job ID Job Name Status Stages Tasks

Submission Time Duration
> 1 toPandas 0/2 (1 active) ﬂ

a few seconds ago

zzzzzzzzzz
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How to get started?




&» How to get started?

> A possible way to start using SWAN is by accessing some content (notebooks)
that some other user created

> In order for a user to share content with others, SWAN offers several options:

= For exploratory work, collaborative editing: use sharing feature (currently only available in the
classic Ul)!

= To publish something that can be helpful to a broader audience: use galleries (https://swan-
gallery.web.cern.ch/)!

* For an event (training/course), for attendees to access its content: m

CERN
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https://swan-gallery.web.cern.ch/
https://swan-gallery.web.cern.ch/

&» The galleries

> Galleries of sample notebooks for varied usage of SWAN

= Quick way to be productive
= Also accessible from https://swan-qgallery.web.cern.ch/

& Gallery

Basic Examples Basic Examples

ROQT Primer

Accelerator Complex

Beam Dynamics This is a gallery of basic example notebooks: click on the images to inspect the underlying document, open in SWAN the single

notebooks or the full git repository!

Machine Learning

Apache Spark m &) SW)

Outreach

AWAKE Many of the notebooks are ROOThooks, based on the ROOT framewaork. To know more about ROOT, visit reot.cern.ch.

Simple ROOThook (Python) Simple ROOThook (C++) Simple Fitting

CERN
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Future work




&»  Future work

> Set JupyterLab as the default user interface

> Allow users to create custom software environments (i.e. independent of LCG

stacks)
= E£.g. conda

> Support experiment software stacks for analysis
= £.g. LHCDb analysis environment

> Allow selection of specific GPU models when starting a session

> Deploy new SWAN instance for ATS
» Exposed to devices in the Technical Network

CERN
. \w
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Getting help & contact




&» How to get help?

> SWAN Community Help
» hitps://cern.ch/swan-community
* Find solution to the commonly encountered issues / 1. 'fof‘C-?i'~"itOﬂ
questions on the usage of Jupyter notebooks, LCG ¢ vt s swan

> Jupyter notebooks

releaSGS, StOrage and Spark > Cloud storage: CERNBox and EOS
Request improvements / new features to the service e e
E.g: How to install custom user packages

)

. Create and manage a SWAN session

> Select a configuration

> Set a configuration as default

- Service Now
= Report issues to the service 3. Working with SWAN
= E.g: Unable to start a session ) Create a Project
» Create a Notebook
. » Create a Folder
> Help on various features of the tool > Open a Termina

CERN
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https://cern.ch/swan-community
https://swan.docs.cern.ch/

&» Where to find us

> Contacts
= swan-contact@cern.ch
= http://cern.ch/swan

> Code repository
= https://qithub.com/swan-cern

CERN
y \w
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Introduction to SWAN

Thank you

Diogo Castro (diogo.castro@cern.ch)
Enric Tejedor (etejedor@cern.ch)
Pedro Maximino (pedro.maximino@cern.ch)
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