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KOTO: Search for new physics via K0
L → π0νν
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The KOTO experiment
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• 21-m-long beamline → Long-lived neutral 

particles ( , , ) are dominated.

• Two collimators → Sharpen the  beam to 

measure the missing  of .

K0
L n γ

K0
L

PT π0
 momentum (GeV/c)  K0

L

Peak at 1.4 GeV/c

1   

3



DAQ challenges to study the  rare decaysK0
L

• High intensity  beam is required.  
→ Triggers need to be processed fast.
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Kaon decays can be 
very close to each other
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DAQ challenges to study the  rare decaysK0
L

• Backgrounds are also rare.  
→ The waveform shapes are utilized to 
further suppress the rare background events. 
→ Entire pulses need to be recorded. 

Neutron

Photons

[Y.C. Tung, NIM A,1059 (2024) 169010]
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DAQ challenges to study the  rare decaysK0
L

• Many accidental hits. 
→ Online timing window needs to be accurate to avoid overkilling signal events.
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PIPELINE: Keynote of the KOTO trigger design

Homemade 125-MHz  ADC

Non-stop 

digitization

Analog input

The pipeline is realized by the on-chip memory (FPGA).

Uncertainties from delay cables are eliminated.

Pipeline depth = 5.2 μs

Analysis Collect?

YES

Energies converted 
from pulse height

Trigger center

Record

Pulse
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Upstream two-level trigger system
Energy sum in  
calorimeter (ET)

OR of veto signals (VETO)

#Clusters

Level-1 trigger 
ET & !VETO

Evaluated every 8 ns.

Level-2 trigger 
#Cluster = 2

Fulfilled?

Fulfilled?

Send to PC
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Level-1 trigger algorithm

Pedestal

Peak needs to be within 
a timing window.

Convert pulse height into 
energy

Timing window
(Narrower than the offline width)
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Total energy (ET) calculation
Optical 
connector x 18

ET1
ET1 + ET2 

ADC-1
ADC Boards

Global summation
Local 
ETs

ADC-2
ADC-3

ADC-4

ET1 + ET2 + ET3 

Total energy is aggregated through Daisy Chains.

ET1 + ET2 + ET3 + ET4 

Global ET

Trigger center
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Level-1 trigger performance

Offline total energy [MeV]
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• ET Loss is negligible. Veto loss is <1%.
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Level-2 trigger: cluster-counting

12

# — # = + 4 turns

+ 90°= +1 turn

－90° = －1 turn

 Hit pattern  Pattern value (turn)

 0 (no corner)

 +1 (one convex corner)

 -1 (one concave corner)

 +2 (two convex corners)1000− 800− 600− 400− 200− 0 200 400 600 800 10001000−

800−

600−

400−

200−

0

200

400

600

800

1000

0

50

100

150

200

250

300

350

0

50

100

150

200

250

300

350

Cluster Map

0 5 10 15 20 25 30 350

5

10

15

20

25

30

35

CDT Map

(a) (b)

x [mm]

y 
[m

m
]

x (bit address)

y 
(b

it 
ad

dr
es

s)

z [MeV]

Online hit map (38 x 38 bits)  
for cluster-counting Count turns / 4 = #clusters

System dead time = 0.16 μs ⟹ Loss < 2% due to congestion (2024 run).

Energy distribution of an 
event with four hits.
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Architecture of the KOTO DAQ System

FADC

FADC

2 Gbps (O/L)

OFC-I

x 16

x 16

OFC-I

4 Gbps (O/L)

Spill Node 
+ GPU

PC FARM 
High-Level Trigger (HLT)

Disk Node

OFC-II

40-Gbps  
ethernet

x 18

In experimental area (synchronous with a 125-MHz clock) In control room

OFC-II

Spill Node 
+ GPU

Spill Node 
+ GPU

Spill Node 
+ GPU

Computing

Center

Trigger center 
Lv1+Lv2

Event-building
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Event-building modules

FADC

2 Gbps (O/L)

x 16

OFC-I

4 Gbps (O/L)

OFC-II

40-Gbps  
ethernet

x 18 x 2

• The board equipped with high-speed numerous optical links are 
commissioned to build KOTO events.


• The OFC-I board is expected to be the bottleneck of the system. 

• With two OFC-II boards, the loss is expected to be <1% if the 

trigger rate is < 50k / (spill = 4.2 seconds).

OFC-I

OFC-II

OFC-I

U-Chicago homemade

OFC-II

18 SFPs

9 QSFPs
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GPU-based high-level trigger (HLT)

PC- farm

Event loop 
@ CPU

RAM

• Event reconstruction.

• High-level trigger selection.

• Real-time detector monitoring.

OFC-II

Compression 
@ GPU

Spill nodes

Temporary  
Storage

Disk nodes
Computing 
Center

• File size reduction.
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High-Level Trigger (HLT) Performance
Implemented in spring 2024

[Table courtesy of M. Gonzalez (ICHEP 2024)](Average over 4.2-sec spill)

Have a large room to be further tightened.
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KOTO-II DAQ
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Prototype of the KOTO-II ADC 
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KOTO KOTO-II 
(R&D)

Digitization 
frequency & dynamic 

range

125-MHz & 14-bit 
(majority) 

500-MHz & 12-bit

500-MHz & 14-bit

FPGA Stratix II 
(Depth = 5.2 μs)

Arria V 
(Depth > 10 μs is 

expected)

Optical links 2 x 2 Gbps 
(2 SFP)

9 x 4 Gbps  
(2 QSFP + SFP)

#analog inputs 16 channels

x 9

> x 2

A preliminary thought of the KOTO-II DAQ is to 
simply expand the KOTO DAQ architecture.

Prototype KOTO-II ADC (R&D at U-Chicago)



Timing deviation (ns)
0 20 40 60 80 100 120

Pr
ob

ab
ilit

y

5−10

4−10

3−10

2−10

1−10

Simulation KOTO

125 MHz digitizer

500 MHz digitizer

19

Histogram is normalized to 1.

Hit energy threshold: 5 MeV.

Better pulse separation in KOTO-II

On-time pulse
Superimposed pulse

On-time pulse
Superimposed pulse

Narrow pulses 
separate the 
two near hits.

KOTO: 
125 MHz ADC

KOTO-II

500 MHz ADC

The pulse shaper was introduced for the KOTO 
125-MHz ADC boards in order to measure the 
timing.



Summary

• The KOTO experiment adopts the pipeline design to accurately determine the 
triggers.


• The loss of <2% at 17.7k events/(spill-on = 2 sec) was achieved in spring 2024 
(80kW beam).


• The 500-MHz ADC boards are vital to have a better pulse separation. 
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