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Wake solver milestones:
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Jul ‘23 Jul ‘24 Jul ‘25 Jul ‘26

1st year 2nd year 3rd yearPhD %

1. FIT Maxwell Equations in 3D

2. PEC, Periodic, PMC boundaries

3. Embedded Boundaries: geometry 
import from .stl files

4. Beam injection 𝐉𝐳

5. Materials: 𝜀, 𝜇, 𝜎

6. on GPU & memory opt.

12. Moving window solver (?)

meetings #17, #18, #19, CEI To Do

0. Wake potential and impedance

7. Low beta & SC

8. Open boundaries & PML

In progress

9. Numerical tests vs analytic

x. Documentation 10. Leontovich condition for 
good conductors >100 S/m

11. Staircased geometry: 
PBA/grid refinement

13. Frequency-dependent 
materials

14. …

https://indico.cern.ch/event/1298129/
https://indico.cern.ch/event/1345417/
https://indico.cern.ch/event/1383771/
https://indico.cern.ch/event/1399136/
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Documentation
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So far, positive feedback from first users: 
- Elena M.
- Josephine P.
- Sebastien J. (BESY)
- PyVista people via Slack ☺

Feedback helped solve installation problems 
for interactive plots in remote machines. 
Installation stable for all type of machines in 
`requirements.txt`

https://wakis.readthedocs.io/en/latest/index.html
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GitHub strategy
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• Stable branch `main` 
for user’s to fork

• `develop` branch with 
the latest features

• Individual branches for 
features

• cherry-pick to main for 
bugfixes

Old `wakis` postprocessor 
was renamed `–legacy-wakis`
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GPU implementation
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User side: Enable use_gpu=True in Solver instantiation
Code side:  

https://github.com/ImpedanCEI/wakis/blob/develop/solverFIT3D.py
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GPU implementation (II)

Tested it in pcbe-abp-gpu001 (thanks Gianni ☺):
- Pushing the limits, we can go up to 20,000,000 cells, takes 20 minutes 
- New bottleneck: memory! 
- Scales linearly with mesh (e.g., 5M cells: 3,5 kMB→ 20M cells: 11.5k MB) 

Comparison with CPU speed in limit case 20M:

Only 9% of RAM used, but takes 40 h!!!!! To complete
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Memory opt. and speedup
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Run through the memory profiler for a test 
simulation of 1M cells (~700 MB).

Storing fields E, H, J and tensors 𝜎, 𝜀, 𝜇 in numpy 
(x,y,z)x3d matrices inside Field class caused 
spikes in memory every timestep…

GPU slowed down or crashing.

Complete refactor of the Field class to store 
fields and tensors in 1x1d array of length 
3*Nx*Ny*Nz. 

Access to data and matrix form thorugh magic
methods (setter, getter, __setitem__, 
__getitem__, __add__, __mul__, __div__,…), 
completely transparent to the solver and the rest
of the code☺.

GPU happy(er), still room for
improvement in memory alloc

Refactor comparison

Speedup: from 110 to 90s, 
same simulation

https://github.com/ImpedanCEI/wakis/compare/noSpeedUp...speedUp
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Wake solver milestones:
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Jul ‘23 Jul ‘24 Jul ‘25 Jul ‘26

1st year 2nd year 3rd yearPhD %

1. FIT Maxwell Equations in 3D

2. PEC, Periodic, PMC boundaries

3. Embedded Boundaries: geometry 
import from .stl files

4. Beam injection 𝐉𝐳

5. Materials: 𝜀, 𝜇, 𝜎

6. on GPU & memory opt.

12. Moving window solver (?)

meetings #17, #18, #19, CEI To Do

0. Wake potential and impedance

7. Low beta & SC

8. Open boundaries & PML

In progress

9. Numerical tests vs analytic

x. Documentation 10. Leontovich condition for 
good conductors >100 S/m

11. Staircased geometry: 
PBA/grid refinement

13. Frequency-dependent 
materials

14. …

https://indico.cern.ch/event/1298129/
https://indico.cern.ch/event/1345417/
https://indico.cern.ch/event/1383771/
https://indico.cern.ch/event/1399136/
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Low-beta simulations
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Thanks to Elena Macchia’s work with wakis, we noticed some 
disagreement in the Real part of the impedance that worsen 
with lower β:

https://indico.cern.ch/event/1437002/contributions/6046708/attachments/2893808/5093333/240725_SectionMeeting_Macchia_LowBetaImpedances.pdf
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Low-beta simulations
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Thanks to Elena Macchia’s work with wakis, we noticed some 
disagreement in the Real part of the impedance that worsen 
with lower β:

CST

wakis

𝛽 = 1 𝛽 = 0.8 𝛽 = 0.6

From the field POV, the agreement improves (less injection perturbation)

Found that injection time in CST follows the formula: 𝑡𝑖𝑛𝑗 =
8.54𝜎𝑧

𝑐𝛽3/2

https://indico.cern.ch/event/1437002/contributions/6046708/attachments/2893808/5093333/240725_SectionMeeting_Macchia_LowBetaImpedances.pdf
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Low-beta simulations (II)
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Testing with a simple squared pipe in CST: need Re = 0 and only reactive (Im) impedance, 
increasing with 𝛽. Quite difficult to converge even in CST (need 80 cells per wavelength)

WP and impedance coming from injection perturbation

For 𝛽 = 1

add_space = 0



Aug 9th, 2024 Wakis meeting #20

Low-beta simulations (II)
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Testing with a simple squared pipe in CST: need Re = 0 and only reactive (Im) impedance, 
increasing with 𝛽. Quite difficult to converge even in CST (need 80 cells per wavelength)

Removing the first and last 50(!!) cells of the domain, the perturbation vanishes, finding expected WP and Z  

Is this what CST 
does behind the 
scene??

For 𝛽 = 1

add_space = 50
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Low-beta simulations (III)
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Testing with a simple squared pipe in CST: need Re = 0 and only reactive (Im) impedance, 
increasing with 𝛽. Quite difficult to converge even in CST (need 80 cells per wavelength)

We find the opposite 
behavior… the more cells 

we skip, the worse 
agreement

For 𝛽 < 1
add_space = 0

add_space = 1

The FFT of the WP error is equal 
to the impedance error!

We could make a model to remove 
this SC from the final WP, it only 

depends on the mesh
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Wake solver milestones:
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Jul ‘23 Jul ‘24 Jul ‘25 Jul ‘26

1st year 2nd year 3rd yearPhD %

1. FIT Maxwell Equations in 3D

2. PEC, Periodic, PMC boundaries

3. Embedded Boundaries: geometry 
import from .stl files

4. Beam injection 𝐉𝐳

5. Materials: 𝜀, 𝜇, 𝜎

6. on GPU & memory opt.

12. Moving window solver (?)

meetings #17, #18, #19, CEI To Do

0. Wake potential and impedance

7. Low beta & SC

8. Open boundaries & PML

In progress

9. Numerical tests vs analytic

x. Documentation 10. Leontovich condition for 
good conductors >100 S/m

11. Staircased geometry: 
PBA/grid refinement

13. Frequency-dependent 
materials

14. …

https://indico.cern.ch/event/1298129/
https://indico.cern.ch/event/1345417/
https://indico.cern.ch/event/1383771/
https://indico.cern.ch/event/1399136/
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PML implementation
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• Derivation from Snell and Fresnel laws: Codimd (needs a dedicated presentation…)
• Summary:

• Many different types, some affect the curl operator (convolutional) some have multiple poles, etc…
• For now, the simplest PML consist of adding an anisotropic conductivity that grows exponentially inside the PML

𝜎𝑥 =
𝜀0

2Δ𝑡

𝑥𝑁𝑝𝑚𝑙
−𝑥0𝑝𝑚𝑙

𝑁𝑝𝑚𝑙Δ𝑥

𝑛

for E

𝜎𝑥
∗ = 𝜇0𝜎𝑥 for H (optional)?

We add it to the conductivity 
tensor in the PML region before 
the time-stepping 
(all pre-computed)

https://codimd.web.cern.ch/dDW4E4vQRn6GuH0P40A9rQ?view
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Test PML reflection, sounds familiar…
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2D simulation in Warp 
(never replicated in WarpX)

EMWSD #15

*Original test from Berenger paper 
presenting the PML formulation

https://indico.cern.ch/event/1279151/contributions/5373856/attachments/2634055/4556341/EMWSD15.pdf
https://www.sciencedirect.com/science/article/pii/S0021999184711594?via%3Dihub
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Test PML in wakis
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Replicating test and reference 2D simulations in wakis: successful

• Created new source class `Pulse` that injects at a given xs, ys, zs
• To have a 2D pulse, zs=slice(0, Nz) with PEC BCs
• This Harris pulse gives a very clean positive field pulse in Ez. 
• All the other field components are 0
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Test PML in wakis (II)
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PEC boundaries X, Y
Total reflection

PEC boundaries Y, ABC* boundaries X
Absorption in Xlo, but not in Xhi→ bug in ABC

30% reflection xlo, >100% reflection in xhi
*Reminder: 

ABC are First order extrapolation BCs 
(implemented with prof. Manuel Cotelo), 

they copy the field of the 𝑥𝑛−1 cell to 𝑥𝑛 at 
the BC
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Test PML in wakis (II)
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PEC boundaries Y
Periodic X

No reflection at xlo
(but not suitable for impedance)
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Test PML in wakis (II)
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𝜎 conductivity tensor with 10 PML layers in x

PML boundaries X, Y
70% reflection, depends on 𝑁𝑝𝑚𝑙layers 

and max conductivity

𝜎𝑥 =
𝜀0
2Δ𝑡

𝑥𝑁𝑝𝑚𝑙
− 𝑥0𝑝𝑚𝑙

𝑁𝑝𝑚𝑙Δ𝑥

2
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Test PML in wakis (II)
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PML boundaries X, Y
70% reflection, depends on 𝑁𝑝𝑚𝑙layers 

and max conductivity

𝜎𝑥 = 𝜎𝑚𝑎𝑥

𝑥𝑁𝑝𝑚𝑙
− 𝑥0𝑝𝑚𝑙

𝑁𝑝𝑚𝑙Δ𝑥

2

If 𝜎𝑚𝑎𝑥 >
𝜀0

2Δ𝑡
simulation unstable

Can be cured modifying Ӗ𝜀 -> 𝜀𝑥 =
𝜎𝑚𝑎𝑥

2
𝜀0

WIP to optimize 𝜎𝑚𝑎𝑥 while keeping simulation stable

𝜀−1 tensor with 30 PML layers in x
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PML on Impedance simulation
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Just to try… I tested using this PML in a PEC cubic cavity with modes above cutoff

𝜀−1 tensor 

Injection problems worsen….
But propagating modes are 
absorbed at boundary!
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PML on Impedance simulation (II)
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Just to try… I tested using this PML in a PEC cubic cavity with modes above cutoff

PEC

PML

Cutoff frequency: 

~1.25 GHz 
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PML on Impedance simulation (III)
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Worst case for PML: PEC step-out transition
- Same mesh as CST
- 10 layer PML 

Surprisingly good results
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Conclusions 

25

✓ Progress on the code:

o First users, documentation, work on Gitub workflow to keep a stable version

o GPU acceleration successful, speedup x120 vs CPU for limit case 20 million cells 

o New bottleneck: memory alloc -> parallelize?

o Low beta simulations: 

o Potential to understand space charge problem, create model to remove it (?)

o Remove injection perturbation by enlarging domain only during excitation (?) only needed 
for beta=1

o PML:

o Mathematical derivation and 1st implementation done

o Under reflection test -> 70% reflection

o Seems to work already for impedance simulations?
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Conclusions & Future 

26

✓ Progress on the code:

o First users, documentation, work on Gitub workflow to keep a stable version

o GPU acceleration successful, speedup x120 vs CPU for limit case 20 million cells 

o New bottleneck: memory alloc -> parallelize?

o Low beta simulations: 

o Potential to understand space charge problem, create model to remove it (?)

o Remove injection perturbation by enlarging domain only during excitation (?) only needed 
for beta=1

o PML:

o Mathematical derivation and 1st implementation done

o Under reflection test -> 70% reflection

o Seems to work already for impedance simulations?

o Still many things to do: 

o Good conductors, staircased geometry, grid refinement, moving window, frequency dependent 
materials, frequency domain monitors, TESTS …. Where to focus? IPAC in October
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Wake solver milestones:
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Jul ‘23 Jul ‘24 Jul ‘25 Jul ‘26

1st year 2nd year 3rd yearPhD %

1. FIT Maxwell Equations in 3D

2. PEC, Periodic, PMC boundaries

3. Embedded Boundaries: geometry 
import from .stl files

4. Beam injection 𝐉𝐳

5. Materials: 𝜀, 𝜇, 𝜎

6. on GPU & memory opt.

12. Moving window solver (?)

meetings #17, #18, #19, CEI To Do

0. Wake potential and impedance

7. Low beta & SC

8. Open boundaries & PML

In progress

9. Numerical tests vs analytic

x. Documentation 10. Leontovich condition for 
good conductors >100 S/m

11. Staircased geometry: 
PBA/grid refinement

13. Frequency-dependent 
materials

14. …

https://indico.cern.ch/event/1298129/
https://indico.cern.ch/event/1345417/
https://indico.cern.ch/event/1383771/
https://indico.cern.ch/event/1399136/


Thank you ☺ !!!

Elena de la Fuente García (BE–ABP–CEI)

Electromagnetic and Wake Solver Development

meeting #20
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Backup: beta=1, different add_space
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Backup: beta=0.4, different add_space
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Backup: beta=0.4, error add_space=10
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Backup: issues 3D to 2D sim
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Berenguer PML update equations
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𝒆𝒏+𝟏.𝟓 = 𝒆𝒙𝒑 −෩𝑫𝜺
−𝟏෩𝑫𝜿𝚫𝒕 𝒆

𝒏+𝟎.𝟓

+(𝟏 − 𝒆𝒙𝒑(−෩𝑫𝜺
−𝟏෩𝑫𝜿𝚫𝒕) ෩𝑫𝜿

−𝟏 𝑫𝑨
−𝟏𝑪𝑫𝒔𝑫𝝁

−𝟏𝒃𝒏+𝟏

−(𝟏 − 𝒆𝒙𝒑(−෩𝑫𝜺
−𝟏෩𝑫𝜿𝚫𝒕) ෩𝑫𝜿

−𝟏𝒋𝒏+𝟏

𝒉𝒏+𝟏 = 𝒉𝒏 − 𝛥𝑡 ෩𝑫𝒔𝑫𝝁
−𝟏𝑫𝑨

−𝟏𝑪𝒆𝒏+𝟎.𝟓

Not working, all fields = 0
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FIT theory: Grid Maxwell Equations

ර
𝜕𝐴

𝑬 ⋅ 𝑑𝑠 = −ඵ
𝐴

𝜕𝑩

𝜕𝑡
⋅ 𝑑𝑨

ර
𝜕𝐴

𝑯 ⋅ 𝑑𝑠 = −ඵ
𝐴

𝜕𝑫

𝜕𝑡
+ 𝑱 ⋅ 𝑑𝑨

඾
𝜕𝑉

𝑩 ⋅ 𝑑𝑨 = 0

඾
𝜕𝑉

𝑫 ⋅ 𝑑𝑨 =ම
𝑽

𝝆 𝑑𝑽

𝑫 = 𝜀𝑬,     𝑩 = 𝜇𝑯,     𝐉 = 𝜎𝑬 + 𝝆𝒗

𝑪𝑫𝒔𝒆 = −𝑫𝑨

𝜕𝒃

𝜕𝑡

෩𝑪෩𝑫𝒔𝒉 = ෩𝑫𝑨

𝜕𝒅

𝜕𝑡
+ 𝒋

𝑺𝑫𝑨𝒃 = 𝟎

෩𝑺෩𝑫𝑨

𝜕𝒅

𝜕𝑡
+ 𝒋 = 𝟎

𝒅 = ෩𝑫𝜺𝒆,    𝐛 = 𝑫𝝁𝒉,     𝐣 = ෩𝑫𝝈𝒆 + 𝑫𝝆𝒗

𝜺 = (𝜺𝒓+
𝝈

𝒋𝝎
)𝜺𝟎

Grid Maxwell EquationsFIT

• Operators
• Spatial matrixes
• Material properties

What we care about: 
Update equations

𝒉𝒏+𝟏 = 𝒉𝒏 − 𝛥𝑡 ෩𝑫𝒔𝑫𝝁
−𝟏𝑫𝑨

−𝟏𝑪𝒆𝒏+𝟎.𝟓

𝒆𝒏+𝟏.𝟓 = 𝒆𝒏+𝟎.𝟓 + 𝛥𝑡𝑫𝒔
෩𝑫𝜺
−𝟏෩𝑫𝑨

−𝟏෩𝑪𝒉𝒏

−෩𝑫𝜺
−𝟏𝒋𝒃𝒆𝒂𝒎

𝒏 − ෩𝑫𝜺
−𝟏 ෩𝑫𝝈 𝒆

𝒏+𝟎.𝟓

We need to build all these 
matrices and then apply these 

equations every timestep !


