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Highlights

Disk and tape pledges increased
e Both by ~6PB
CRL expiration issue in July
e (Caused major outage for a few hours
Issues with direct access jobs
* Due to xrootd bugs and misconfiguration, fixed by xrootd devs, to be deployed
Load balancing issue
e Bugin code, fixed
A few file loss incidents
* Some due to ECHO issues, some due to DIRAC problems



Computing resources

CPU used by Site
13 Weeks from Week 26 of 2024 to Week 39 of 2024
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e Normalized values from LHCb can not
be trusted

e Using raw cputime, we have:
4789.5*365*12.7/92 = 241323.1 HS23

e 12.7 normalization factor is used, though
it went up after the introduction of 2023
Gen in mid September, so the exact
number is even higher

* Pledge is 180kHS23 < 241kHS23



Huge increase in Sprucing and WGProd jobs, due to

I Computing resources the data taking.

Executed jobs by Job Type

13 Weeks from Week 26 of 2024 to Week 39 of 2024
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RAL provided the most computing
: resources for LHCb among T1s (both in
Comparlson terms of Time [CPU/wall] and Number of

Jobs), around 1/3 of all T1 contributions

Executed jobs by Site

13 Weeks from Week 26 of 2024 to Week 39 of 2024

LCG.RAL.uk
CPU time consumed by site

13 Weeks from Week 26 of 2024 to Week 39 of 2024
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Wall time consumed by site

13 Weeks from Week 26 of 2024 to Week 39 of 2024
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I Comparison

RAL jobs by Status
13 Weeks from Week 26 of 2024 to Week 39 of 2024

* RAL Job failure rate is comparable to
other T1s

Tier 1s except RAL jobs by Status
13 Weeks from Week 26 of 2024 to Week 39 of 2024

Done

B Done 76350904 Bl Done 13862749.0
B Failed 2110133 B Completed 702889.0
A Completed 126181.2 B Failed 3977711

B Rescheduled 18596.0 Bl Rescheduled 383238.0

Completed
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: The same is true for “wasted” CPU
Omparison Time/walltime

RAL wall time consumed by status T1s except RAL wall time consumed by status
13 Weeks from Week 26 of 2024 to Week 39 of 2024 13 Weeks from Week 26 of 2024 to Week 39 of 2024

| Done 1772409.9 | Done 34478438
B Failed 187861 O Completed 656695
W Failed 44951.0

@ Completed 139017

B Rescheduled 252 B Rescheduled 16155
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RAL CPU time consumed by status T1s except RAL CPU time consumed by status
13 Weeks from Week 26 of 2024 to Week 39 of 2024 13 Weeks from Week 26 of 2024 to Week 39 of 2024

B Done 3336140.9

B Done 17214542
B Failed 16692.3 [ Completed 45957.5
@ Completed  11303.0 B Failed 37335.4
B Rescheduled 19 B Rescheduled 189
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CO m pa riSO N ( U ser J grpezng all job types, user jobs have one of the highest failure

JO bS) * For RAL it is lower than for the other T1s

user jobs at LCG.RAL.uk user jobs at All Tls except LCG.RAL.uk
13 Weeks from Week 26 of 2024 to Week 39 of 2024 13 Weeks from Week 26 of 2024 to Week 39 of 2024

Done

W Done 398638.7 W Done 7438745
B Failed 312175 W Failed 61453.8
B Rescheduled 4134.0 B Rescheduled 25888.0
@ Completed 612.4 @ Completed 1373.0

Rescheduled

Failed

Failed
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Comparison (WG
Prod)

e Same is true for WG Production jobs

WGProduction jobs at LCG.RAL.uk WGProduction jobs at All T1s except LCG.RAL.uk
13 Weeks from Week 26 of 2024 to Week 39 of 2024 13 Weeks from Week 26 of 2024 to Week 39 of 2024

W Done 1318333.1 W Done 1892026.6
B Failed 8454538 B Failed 141591.8
@ Completed 6680.0 W Rescheduled 25166.0
B Rescheduled 827.0 B Completed 14503.0

Failed
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CO a1 pa riSO N » For prod jobs failure rate is higher than usual
(SI m +d ata p rOC) * But comparable with others

Prod jobs at LCG.RAL.uk Prod jobs at All Tls except LCG.RAL.uk
13 Weeks from Week 26 of 2024 to Week 39 of 2024 13 Weeks from Week 26 of 2024 to Week 39 of 2024

Done

pne B Done 5879881.3 W Done 11147546.4
H Completed 1185739 E Completed 683696.1
B Failed 95097.0 B Rescheduled 327576.0
B Rescheduled 13463.0 B Failed 193614.9
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Efficiency

CPU efficiency (RAL)
13 Weeks from Week 26 of 2024 to Week 39 of 2024
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* Good efficiency for almost all job types

CPU efficiency (T1ls except RAL)
13 Weeks from Week 26 of 2024 to Week 39 of 2024
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PB

* Increased usage due to Data Taking

s 25/26 pledge released to LHCb in September

DISk U Sage *  24/25 pledge then was exceeded
* Good match between DIRAC and CRIC accounting

PFN space usage by StorageElement
13 Weeks from Week 26 of 2024 to Week 39 of 2024

24/25 Pledge = 15.7PB
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Max: 16.2, Min: 10.8, Average: 12.7, Current

B RAL-DST 67.7% W RAL-EUFFER 10.2% W BAL-FAILOVER 0.1%
B RAL_MC-DST 20.4% @ RAL-USER 16%
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nsfers

Transfers to ECHO
13 Weeks from Week 26 of 2024 to Week 39 of 2024

* Good transfer efficiency, with with som
* CRL expiration
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Load bal. issue

2024-08-06

Net intf overl

2024-08-20 2024-09-03

2024-09-17

Max: 141,433, Min: 927, Average: 32,897, Current: 927

Succeeded

LCG.RAL.uk -= RAL-BUFFER
CERN-DAQ-EXPORT -= RAL-BUFFER
Ibwobox309.cern.ch -= RAL-BUFFER
LCG.CNAFit -> RAL-FAILOVER
LCG.RAL.uk -= RAL-DST
LCG.Beijing.cn -= RAL-BUFFER
LCG.RAL uk -= BAL-FAILOVER
LCG.Glasgow.uk -= RAL-BUFFER

99.0%
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0.3%
0.0%
0.0%
0.0%
0.0%
0.0%
0.0%

Ibvobox310.cern.ch -= RAL-BUFFER
CNAF-DST -= RAL-DST

LCG.RAL. uk -= RAL-USER
LCG.CSCS.ch -= RAL-BUFFER
LCG.Beijing.cn -> RAL-USER
LCG.CNAFit -= RAL-BUFFER
LCG.Manchester.uk -= RAL-BUFFER
LCG JINR.ru -= RAL-BUFFER

... plus 247 more
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files / hour
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Transfers from ECHO
13 Weeks from Week 26 of 2024 to Week 39 of 2024
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Max: 46,319, Min: 137, Average: 8,691, Current: 137

Succeeded

RAL-DST -= CNAF-ARCHIVE
RAL-DST -= NCBJ-ARCHIVE
RAL-DST -= PIC-DST

RAL-DST -= CMAF-DST
RAL-BUFFER -> LCG.RAL.uk
RAL-BUFFER -> RAL-RAW
RAL-FAILOVER ->= PIC-BUFFER
RAL-FAILOVER -= CNAF-BUFFER

CRL expiration

2024-08-06
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0.3%
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CNAF issue

Net i
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RAL-FAILOVER -= MIT-BEUFFER
RAL-USER -= DIRAC Client.ch
RAL-FAILOVER -= PIC-DST
RAL-FAILOVER -= CNAF-DST
RAL MC-DST -= Beijing_MC-D5T
RAL-DST -= PIC-ARCHIVE
RA&L-USER -= DIRALC.Client.cn
RAL MC-DST -= NCBJ-ARCHIVE
... plusT198 more
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* Almost all 24/25 (Q1?) pledge is used
Tape usage

* Pledge increased in September alongside with the disk one

PFN space usage by StorageElement
13 Weeks from Week 26 of 2024 to Week 39 of 2024

o FY24/25 Pledge = 33 PB
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Max: 31.6, Min: 21.7, Average: 25.4, Current: 31.6

O RAL-RAW 47.3% W BAL-ARCHIVE 41.3% W PAL-RDST 11.4%
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I Tape transfers

files / hour

Transfers to Antares

* Good transfer efficiency, with a few known issues
*_Very few tape recalls (expected)

13 Weeks from Week 26 of 2024 to Week 39 of 2024
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Succeeded

RAL-BUFFER -> RAL-RAW
CERN-DAQ-EXPORT -= RAL-RAW
GRIDKA-DST -> RAL-ARCHIVE
RAL-DST -= BAL-ARCHIVE
CMNAF-DST -= RAL-ARCHIVE
SARA-DST -= RAL-ARCHIVE
CERMN-DST-EOS -= RAL-ARCHIVE
IN2ZP3-DST -> RAL-ARCHIVE

CRL expiration

2024-08-06

97 7%
1L9%
0.2%
0.0%
0.0%
0.0%
0.0%
0.0%
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Buffer overflow

2024-08-20 2024-09-03 2024-09-17

B RAL MC-DST -= RAL-ARCHIVE 0.0%
Bl CERN_MC-DST-EOS -> RAL-ARCHIVE 0.0%
E PIC_MC-DST -> RAL-ARCHIVE 0.0%
B GRIDKA_MC-DST -> RAL-ARCHIVE 0.0%
B INZP3_MC-DST -= RAL-ARCHIVE 0.0%
O CNAF_MC-DST -= RAL-ARCHIVE 0.0%
O NCB]_MC-DST -> RAL-ARCHIVE 0.0%
O PIC-DST -= RAL-ARCHIVE 0.0%

... plus 15 more
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files / hour

Transfers from Antares
13 Weeks from Week 26 of 2024 to Week 39 of 2024
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Max: 494, Average: 19.2

Succeeded

RAL-ARCHIVE -= DIRAC.Client.cn
RAL-RAW -= RAL-BUFFER
RAL-ARCHIVE -= DIRAC.Client.ch
RAL-RAW -= DIRAC Client.ch
RAL-ARCHIVE -= DIRAC.Client.uk
RAL-ARCHIVE -= DIRAC.Client.local
RAL-RAW -= DIRAC Client local
RAL-ARCHIVE -= CERN_MC-DST-EOS
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RAL-ARCHIVE -> RAL-ARCHIVE
RAL-ARCHIVE -= CSC5-DST
RAL-ARCHIVE -= GRIF-D5T
RAL-ARCHIVE -= RAL-HEP-D5T
RAL-ARCHIVE -> Beijing-DST-TMP
RAL-ARCHIVE -= CNAF-D5T
RAL-ARCHIVE -> Glasgow-D5T
RAL-ARCHIVE -= C5C5_MC-DST
RAL-ARCHIVE -> Beijing_MC-DST

2024-09-17
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* Overal A&R looks good
A few issues wi

s

ed for A&R calculation

Site Availability Reliability
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> Site Status (7 panel)

~ Endpoint Status

(LG AL, UR| [ARL-UE] [E1C-UEU 1L YHUPRLTLELUR] 11U,

[LCG.RAL.uk] [ARC-CE] [arc-ce02.gridpp.rl.ac.uk] Ihch

ARC-CE] [arc-ce04.gridpp.rl.ac.uk] Iheb:

[LC
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[LCG.RAL.uk] [ARC-CE] [arc-ce05.gridpp.rl.ac.uk] Ihch:

IIII-IIIIIIIIIIII II\IIIIHII\IIIIIIIII IIIIIIIIIIlIIIII
hcb!

LCG.RAL.uk] [HTTP] [antares.stfc.ac.uk]

[LCG.RAL.uk] [HTTP] [webdav.echo.stfc.ac.uk] Ihcb:

[LCG.RAL.uk] [XROOTD] [antares.stfc.ac.uk] Ihcb:

[LCG.RAL.uk] [XROOTD] [xrootd echo.stfc.ac.uk] Ihcb:




Summary

* RAL saved LHCb Data Taking campaign by provisioning additional
space
* Thanks a lot!

* Good performance during the third quarter of 2024
* |ssues addressed in a timely manner
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