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Outline

Goal: cover object 
performance that has a 
broad impact on top physics
CMS Detector

Structure & Trigger

Object Performance
MET
Jets
Leptons (including Tau)
B-tagging
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CMS Detector Coverage

3

511

Figure CP 1: One quarter longitudinal view of the CMS Experiment. Dimensions are in units of mm.

|η| < 2.1 Triggered 
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Triggers: Handling increasing 
rate

Max lumi in 2010: 
2e32 cm-2s-1

2011 started at this lumi, 
then increased by an 
order of magnitude
Challenging order of 
magnitude increase for 
triggering on W’s in CMS

IsoMu17 Rate ~ 4.4 Hz @ 
2e32 cm-2s-1

44 Hz at 2e33 cm-2s-1
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CMS 2011 Triggers For Top
Trigger thresholds important to understand 
because they often drive the analysis selection

Focus on triggers that impact signal region
Start with lepton+jet because it offers compromises

Single Muon Triggers 
Non-iso pt > 30 GeV
then increasing in steps to 40 GeV
Iso pt >17 GeV, then in steps to 30 GeV

|η| < 2.1

Muon + Jets
Isolated Muon Pt > 17 GeV, 
3 jets Pt > 30 GeV 

Single Electron Triggers
ID+Isolation Ele > 27 GeV, 
then in steps up to 42 GeV

Ele+jets
ID+Isolation Ele pt > 25 GeV,
3 jets Pt > 30
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CMS 2011 Triggers For Top

All Hadronic - more challenging for triggering
6 jets total:
4 jets pt > 50 GeV and
1 jet > 40 GeV and
1 jet > 30 GeV

Dileptons - less challenging for triggering
Two muons: pt > 13 GeV, pt > 8 GeV
Two electrons:  pt > 17 GeV, pt > 8 GeV
Ele+Mu: series of triggers with pt > 17 GeV,  pt > 8 
GeV
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Particle Flow Object 
Reconstruction

Particle Flow (PF) combines information from all sub-
detectors to reconstruct particles produced in the 
collision

Charged hadrons, neutral hadrons, photons, muons, 
electrons
Can use complementary information from separate 
detectors to improve performance

Esp. use tracks to improve calorimeter measurements

From list of particles, can construct higher-level objects
Jets, bjets, taus, isolated leptons and photons, MET, etc

Jets = anti-kT, size of R = 0.5

Most top analyses are using PF objects
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MET Reco: PF vs Calo

Study of MET in W to e,nu events from early 2010
PF improves MET resolution, making W’s easier to distinguish 
from background
Impacts on top: QCD estimate & modeling

9

5.4 Results 11

Figure 7 shows the E/ T distributions for both W → eν and W → µν candidates. Data and Monte
Carlo agree well, and the W shows up prominently as expected.
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Figure 7: E/ T distribution in W → eν (above) and W → µν (below) candidate events. The
three columns correspond, left to right, to the three E/ T algorithms, Calo E/ T, TC E/ T, and PF E/ T.
Both data (points) and Monte Carlo (histograms) are shown, with Monte Carlo uncertainties
indicated by shaded regions.

Figure 8 shows the distributions of the hadronic recoil components, u‖ and u⊥, parallel and
perpendicular to the charged lepton direction, for both W → eν and W → µν. The u⊥ distribu-
tions are symmetric about zero as expected, and are primarily indicative of the E/ T resolution.
They show a marked narrowing as one views the columns from left to right. This pattern is
consistent with the observations made in the photon-jet study and summarized in Figure 6.
The u‖ distributions show a modest asymmetry, towards the negative side, which can be partly
attributed to the biassing effects of the lepton isolation requirements, and partly to the mild
boost of the W.

Figure 9 shows the uT distribution. In contrast to the u‖ and u⊥ distributions which depend
on the relative orientations of the leptonic and hadronic axes, uT is a rotationally invariant
quantity, and probes only the recoil process. While E/ T in inclusive W events is dominated
by the lepton, the resolution has substantial contributions from the mismeasurement of the
many particles in the underlying event. These contributions can be more clearly seen in the uT
distribution, since they are not then obscured by the lepton.

Finally, Figure 10 shows the distribution of the opening angle between the lepton and the
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Figure 8 shows the distributions of the hadronic recoil components, u‖ and u⊥, parallel and
perpendicular to the charged lepton direction, for both W → eν and W → µν. The u⊥ distribu-
tions are symmetric about zero as expected, and are primarily indicative of the E/ T resolution.
They show a marked narrowing as one views the columns from left to right. This pattern is
consistent with the observations made in the photon-jet study and summarized in Figure 6.
The u‖ distributions show a modest asymmetry, towards the negative side, which can be partly
attributed to the biassing effects of the lepton isolation requirements, and partly to the mild
boost of the W.

Figure 9 shows the uT distribution. In contrast to the u‖ and u⊥ distributions which depend
on the relative orientations of the leptonic and hadronic axes, uT is a rotationally invariant
quantity, and probes only the recoil process. While E/ T in inclusive W events is dominated
by the lepton, the resolution has substantial contributions from the mismeasurement of the
many particles in the underlying event. These contributions can be more clearly seen in the uT
distribution, since they are not then obscured by the lepton.

Finally, Figure 10 shows the distribution of the opening angle between the lepton and the

L_int = 
255/nb
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Jet Reco: JES Uncertainty

PF Jets offer a lower JES uncertainty than Calo Jets
Impacts on Top: often an crucial impact on mass measurement, 
cross section
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Figure 15: Total jet energy scale uncertainty as a function of jet |η| for different jet pT values.
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Figure 11: Overall uncertainty on the absolute jet energy scale for CALO jets (a), JPT jets (b)
and PF jets (c). The uncertainty for each algorithm is shown down to the lowest recommended
pT value.
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8 4 Jet Transverse Momentum Resolutions
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Figure 6: Bias-corrected data measurements, compared to the MC truth resolution before (red
dashed line) and after correction for the measured discrepancy between data and simulation
(red solid line) for Calo (left), JPT (middle) and PF jets (right) for 0.0 ≤ |η| < 0.5.
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Figure 7: Bias-corrected data measurements, compared to the MC truth resolution before (red
dashed line) and after correction for the measured discrepancy between data and simulation
(red solid line) compared to data for PF jets in different η ranges.

of the jet resolution parameterization. This approach was developed to provide a check of the
results and as a tool for the determination of the full jet energy resolution function once larger
collider data samples become available. This method directly takes into account biases in the
event selection caused by the jet energy resolution and the steeply-falling jet pT spectrum.

At the present stage, the jet pT probability densities are approximated by a truncated Gaussian,
providing direct correspondence with the binned fits discussed above. The resulting determi-
nation of the widths of the jet pT resolution (as function of pT and η) is also affected by the
soft radiation and hadronization (out-of-cone) effects. The fitted resolution values are thus ex-
trapolated to zero radiation activity. The generator-level imbalance is subtracted in quadrature

Jet Reco: Resolution

PF Jets offer an improved 
resolution and lower resolution 
uncertainty

7% resolution uncert Calo

5% resolution uncert PF

Impact on Top: mass 
measurement 
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Lepton Reco: Ele+Mu
W/Z cross section measurement 
with 36/pb demonstrated that 
we can model leptons and their 
fake rates
Generally speaking, muons 
have fewer fakes than electrons, 
which leads to a smaller QCD 
fraction

Can construct analysis to 
minimize this impact:
trade-off between efficiency 
and fake rate

Impact on Top: efficiency,
QCD estimate & modeling
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7.3 Modeling of the QCD Background and W → eν Signal Yield 21
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Figure 11: The E/T distributions for the selected W+ (left) and W− (right) candidates. The
points with the error bars represent the data. Superimposed are the contributions obtained with
the fit for QCD background (violet, dark histogram), all other backgrounds (orange, medium
histogram), and signal plus background (yellow, light histogram). The orange dashed line is
the fitted signal contribution.

 [GeV]TM

n
u
m

b
e
r 

o
f 
e
v
e
n
ts

 /
 5

 G
e
V

5

10

15

20

25

3
10!

  data
      

" e#  W 

t  EWK+t
  QCD

CMS 

 = 7 TeVs  at  -136 pb

 [GeV]TM
0 50 100 150

$

-5

0

5

 [GeV]TM

n
u
m

b
e
r 

o
f 
e
v
e
n
ts

 /
 5

 G
e
V

1

10

210

3
10

410

5
10

  data
      

! e"  W 

t  EWK+t
  QCD

CMS 

 = 7 TeVs  at  -136 pb

 [GeV]TM
0 50 100 150 200

#

-5

0

5

Figure 12: The MT distribution for the selected W → eν candidates on a linear scale (left) and
on a logarithmic scale (right). The points with the error bars represent the data. Superimposed
are the contributions obtained with the fit for QCD background (violet, dark histogram), all
other backgrounds (orange, medium histogram), and signal plus background (yellow, light
histogram). The orange dashed line is the fitted signal contribution.

chosen as the one to invert in order to remove the signal and obtain the QCD control sample.
Requirements on isolation and H/E are the same as for the signal selection since these variables
show significant correlation with E/T.

28 8 The Z → !+!− Signal Extraction
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Figure 20: The MT distribution for the selected W → µν candidates on a linear scale (left) and
on a logarithmic scale (right). The points with the error bars represent the data. Superimposed
are the contributions obtained with the fit for QCD background (violet, dark histogram), all
other backgrounds (orange, medium histogram), and signal plus background (yellow, light
histogram). The black dashed line is the fitted signal contribution.

The simultaneous fit deals correctly with correlations in determining the lepton efficiencies
and the Z yield from the same sample. The Z yield extracted in this way does not need to be
corrected for efficiency effects in order to determine the cross section, and the statistical un-
certainty on the Z yield absorbs the uncertainties on the determination of lepton efficiencies
that would be propagated as systematic uncertainties in the counting analysis. Both methods
were performed for the Z → e+e− analysis, while only the simultaneous fit was used for the
Z → µ+µ− analysis after taking into account the results from the previous studies [21].

8.1 EWK and QCD Backgrounds

For the Z → e+e− analysis the background contributions from EWK processes Z → τ+τ−, tt̄,
and diboson production are estimated from the yields of events selected in NLO MC samples
normalized to the NNLO cross sections and scaled to the considered integrated luminosity.
They amount to 30.8 ± 0.4 events, where the uncertainty combines the NNLO and luminosity
uncertainties. Data are used to estimate the background originating from W+jets, γ+jets, and
QCD multijet events where the selected electrons come from misidentified jets or photons (re-
ferred to as ’QCD background’). This background contribution is estimated using the distribu-
tion of the relative track isolation, Itrk/ET, and amounts to 4.9± 8.4 (stat.)± 8.4 (syst.) events. As
a cross-check, the “same-sign/opposite-sign” method was used, which is based on the signs of
the charges of the two electron candidates, the measured charge misidentification for electrons
that pass the nominal selection criteria, and the hypothesis that the QCD background is charge-
symmetric. The QCD background estimate with this method is 59 ± 17(stat.) ± 160 (syst.)
events. The two methods are consistent with the presence of negligible QCD background in
our sample.

Backgrounds in the Z → µ+µ− analysis containing two isolated global muons have been es-
timated with simulations to be very small. This category of dimuon events is defined as the
“golden” category. The simulation prediction of the smallness of the tt̄ and QCD backgrounds
was validated with data. First, the selected dimuon sample was enriched with tt̄ events by

Electrons

Muons
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Lepton Reco: Tau
We have studied hadronic tau 
reconstruction with 
W/Z

Several algorithms available offering 
trade-offs between efficiency and 
purity
Hadron-Plus-Strips (HPS) algorithm 
used by mu+tau cross section

For HPS algorithm
Eff 0.45 +/- 0.03 (7% relative uncert)

fake rate 0.02 +/- 0.003 
(15% relative uncert)

Impact on top: efficiency, qcd/fake 
estimate, modeling

13

4 4 Efficiency of tau reconstruction and identification.

data driven background estimates instead of the MC templates and by varying invariant mass
ranges for the fit. All checks demonstrated consistent results within the uncertainties of the
method.
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Figure 2: The visible invariant mass of the µτjet system for preselected events which passed
(left) and failed (right) the HPS “loose” tau identification requirements compared to predictions
of the MC simulation.

Algorithm Fit data Expected MC DATA/MC
TaNC “loose” 0.76 ± 0.20 0.72 1.06 ± 0.30
TaNC “medium” 0.63 ± 0.17 0.66 0.96 ± 0.27
TaNC “tight” 0.55 ± 0.15 0.55 1.00 ± 0.28
HPS “loose” 0.70 ± 0.15 0.70 1.00 ± 0.24
HPS “medium” 0.53 ± 0.13 0.53 1.01 ± 0.26
HPS “tight” 0.33 ± 0.08 0.36 0.93 ± 0.25
HPS “loose” combined fit [4] 0.94 ± 0.09
HPS “loose” ττ to µµ, ee fit [4] 0.96 ± 0.07

Table 1: Efficiency for hadronic tau decays to pass TaNC and HPS tau identification criteria
measured by fitting the Z → τ+τ− signal contribution in the samples of the “passed” and
“failed” preselected events. The errors of the fit represent statistical uncertainties. The last
column represents the data to MC correction factors and their full uncertainties including sta-
tistical and systematic components. Data to MC ratios for the tau reconstruction efficiency
measured using fits to the measured Z production cross sections as described in [4] are also
shown.

Results of the fits are summarized in Table 1. The values measured in data, “Fit data” are com-
pared with the expected values, “Expected MC”, obtained by repeating the fitting procedure
on simulated events. The performance of the tau algorithms on preselected events is expected
to be approximately 30% higher than for an inclusive sample of taus, without pre-selection.
In general the absolute value of the efficiency depends on pT and η requirements, which are
applied in each individual physics analysis, therefore the main goal of this measurement is to
perform the data to MC comparison and to determine data to MC correction factors and their
uncertainties. With the current data sample the statistical uncertainties of the fits are in the

µτ
HPS Loose

8 6 Fake–rate measurement
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Figure 5: Probabilities of quark and gluon jets to pass “loose” working points of the TaNC (left)
and HPS (right) algorithms as a function of jet pT for QCD, QCD µ-enriched and W type events.
Fake-rate measured in data are represented by solid symbols and compared to MC prediction
represented by open symbols.
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Figure 6: The measured fake–rate as a function of MC estimated efficiency for all working
points for QCD µ-enriched and W data samples. The PTDR points represent results of the
fixed cone algorithm based on the PF taus.
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Btagging: Fake Rate
B-tag optimization a trade-off between fake 
rate and efficiency
CMS has studied the performance of several 
different tagging working points

Ex: Track counting algorithms N_tracks = 2 or 
3 have working points with fake rates approx. 
10%, 1%, 0.1%

Dilepton uses 2 tracks plus ~10% fake rate 
(TCHEL) 
Charge asym  uses 2 tracks plus ~1% fake 
working point (TCHEM)

Fake rates are understood
Uncertainty on data/MC scale factor 10-20% 
depending on algorithm

~11% for TCHEL

Impact on top: amount and uncertainty of 
light flavor background for all tagged analysis

14

16 6 Mistag rate measurement with negative taggers

Figure 6: For the TCHEL tagger: (upper panels) mistag rate for (red squares) data and (blue
dots) MC and (lower panels) data/MC scale factor, as a function of (left) the jet pT and (right)
jet |η|. The last pT bin includes all jets with pT > 520 GeV. A jet-trigger pT threshold of 80 GeV
is requested for the jet |η| distribution. The solid curves are the results of polynomial fits to the
data points. The dashed curves represent the overall statistical and systematic uncertainties on
the measurements.

TCHEL mean mistag rate ~ 13%

Absolute fake rate

16 6 Mistag rate measurement with negative taggers

Figure 6: For the TCHEL tagger: (upper panels) mistag rate for (red squares) data and (blue
dots) MC and (lower panels) data/MC scale factor, as a function of (left) the jet pT and (right)
jet |η|. The last pT bin includes all jets with pT > 520 GeV. A jet-trigger pT threshold of 80 GeV
is requested for the jet |η| distribution. The solid curves are the results of polynomial fits to the
data points. The dashed curves represent the overall statistical and systematic uncertainties on
the measurements.
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Btagging: Efficiency

Example trade-off: TCHEL
~13% mistags, better than 
75% efficiency

B-tagging performance 
agrees well between data 
and MC

~10% uncertainty in the 
btag SF

Impact on top: amount and 
uncertainty of tagged signal 
and background for a given 
mistag rate

15

4.4 Measured b-tagging efficiencies 9

systematic uncertainties detailed in Tables 1 and 2, but it can be applied to the full pT range up
to about 200 GeV.
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Figure 3: For the (a) TCHEL and (b) SSVHPT taggers: (upper panels) Measured b-tagging
efficiencies and (lower panels) data/MC scale factor from the (blue squares) PtRel and (red
dot) System8 methods as a function of the muon-jet pT. The quoted error bars are statistical
only. Fits to SFb are represented for pT values between 20 and 240 GeV (black line).

Table 3: Measured b-tagging efficiencies and data/MC scale factors for several b-tagging al-
gorithms and operating points. Results for the muon-jet pT between 50 and 80 GeV are in-
dicated for the PtRel and System8 methods. Uncertainties are statistical for ε

tag
b and statisti-

cal+systematic for SFb.
b-tagger ε

tag
b SFb ε

tag
b SFb

50-80 GeV PtRel PtRel System8 System8
JPL 0.82 ± 0.01 0.97 ± 0.01 ± 0.05 0.85 ± 0.02 1.00 ± 0.02 ± 0.07
TCHEL 0.76 ± 0.01 0.95 ± 0.01 ± 0.05 0.77 ± 0.01 0.96 ± 0.02 ± 0.05
TCHEM 0.63 ± 0.01 0.93 ± 0.02 ± 0.06 0.63 ± 0.02 0.93 ± 0.02 ± 0.07
TCHPM 0.48 ± 0.01 0.92 ± 0.02 ± 0.05 0.49 ± 0.01 0.93 ± 0.03 ± 0.09
SSVHEM 0.62 ± 0.01 0.95 ± 0.02 ± 0.07 0.60 ± 0.01 0.94 ± 0.02 ± 0.06
SSVHPT 0.38 ± 0.01 0.89 ± 0.02 ± 0.06 0.37 ± 0.01 0.90 ± 0.03 ± 0.05
TCHPT 0.36 ± 0.01 0.88 ± 0.02 ± 0.05 0.37 ± 0.01 0.88 ± 0.03 ± 0.07

The systematic uncertainty on SFb is computed using muon-jet data. From the Monte-Carlo
simulation, in the full considered pT range, only a few percent difference is observed between
the b-tagging efficiency in inclusive b jets and in b jets associated to a muon. Thus as SFb is a
relative data-to-simulation measurement, it can be used safely for any b jet.

TCHEL

TCHEL SF = 0.95 +- 0.10 
for Jet Pt 20-240 GeV
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Summary

Object ID performance has a broad impact on top 
physics

The detector and trigger design drives the basic 
kinematic and angular selection of objects
The efficiencies, fake rates, and their uncertainties 
directly impact top analyses

16
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CMS Detector
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CMS Detector Slice
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