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The Technical Infrastructure team 
never sleeps? 

>100.000 calls 

per year! 

>1 million 

alarms !

>100 first line 

interventions!

• Electricity

• Cooling & Ventilation

• ODH

• Gaz & Fire Detection

• Access control
• IT networks



TI role

• Monitor alarms for all technical infrastructure at CERN

• Record of ongoing works on CERN technical infrastructures 

• On-call services to request repair and maintenance

• Co-ordinate intervention during major breakdowns

• Provide first-line interventions where possible (night shifts/weekends)

• 24/7 support – always someone available, 365 days per year.
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On-call and expert list 



What are the levels of ”events” ? 

Any intervention done by the TI operator or requested to 
equipment group is recorded in a WorkOrder. 

• Almost all WorkOrders are connected to an equipment. 

✓ Gives very good stats of faults and interventions 

✓ Legally required for insurance for piquet service 

✓ Administrative obligation for payment for piquet 

• Can be “upgraded” to a TIOC event or Major Event if required. 

• Publicly available for anyone who want to consult: https://eamlight.cern.ch/ 

• In the order of 4-5 thousand workorders by TI per year, where 20% is 

interventions by the operartor. 
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Minor and Major Events 
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An incident on technical infrastructure that requires follow up. 

• If the incident has some impact on operations or requires some internal follow-up by the operations 

group, a “minor event” is created. 

• If the incident requires coordination of several groups, the event is flagged with a “TIOC tag” for the 

“TIOC meeting” 

• If the incident caused a stop of an accelerator, facility, experiment then a “major event” is created. 

The major event is distributed to many people via automatic email. 

• Going above a major event will require the CERN crisis team. The CERN crisis team can be 
activated via the TI desk, if approved by the crisis team lead. 



How is a fault recorded? 

• Accelerator stopped due to a technical fault = Major Event is created 

• A major event has 1 or more “facility stop” attached. 



The “responsible 

group”

“Users” impacted 

Are Major Events followed up?

• All Major Events are presented during the weekly TIOC meeting 

• A report is made by each group involved. 



TIOC

Equipment 
groups

Experiments 
coordinators

Technical 
Infrastructure

Machine 
coordination

Major events – Where are they follow up? What is the 
TIOC?

Monitor, record, analyses events related 

to the infrastructure systems serving the 

accelerator complex, the experiments 

and the computer centre 

Recommend consolidations paths which 

would correct situations originating from 

the reduced maintenance, non-

conformities or weaknesses of the 

technical infrastructure

Coordinate bigger technical interventions 

and incidents. 
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Thank you for your attention, any questions? 
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