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Designing “open” AI

We are the co-founders of pleias, a French startup dedicated to open science LLMs 
exclusively trained on open sources under permissible licenses.



Large Language Models

Large Data Issues



Corpus is all you need

Generative AI is not an autonomous 
intelligence. It stems from an 
existing corpus which immediately 
raises many issues

● Cultural representation/bias
● Communication setting
● Multilingualism
● Standardization



Corpus is all you need

Corpus are sent to the model as 
batches of continuous texts 
forming the contextual window, 
an old concept from semantics 
dating back go the 1940s.

With the expansion of the context 
window, language models (like 
word2vec) have in effect become 
cultural models and are able to 
deal with a variety of formats.



Corpus is all you need

The last time 
OpenAI 
disclosed its 
sources: the 
GPT-3 paper

Wikipedia in English 
only. Read multiple 

times.

Books1 : 10000 fanfics 
Well read

Webtex : links selected 
by Reddit. Read multiple 

times.

Common Crawl 
Seen briefly

Books2
Well read

?



A growing hunger for data

All of Wikipedia 
in English : 5 
billion words

Llama 3 : > 15,000 
billion tolens 
(repeated?)

Llama 2 : 2,000 
billion tokens 

(repeated?)



LLM translate more than than 
say: they are primary English (or 
to some extent Chinese) 
models. 

That means until 90% of 
English, 8% of code for Llama 
vs.… 2% for all theses other 
languages). Due to tokenization 
being done optimally on the 
training data, tokens are 
considerably more expensive in 
Hindi than in English.

Data issues are cultural issues



Yet, despite the push 
toward English 
standardization, there is 
a weird cultural twists in 
the way the model have 
been trained: 
conversational data have 
been massively 
annotated by digital 
laborers in developing 
countries that… basically 
reshape the cultural 
personal of the model

Data issues are cultural issues



Corpus is all you need

Generative AI has drifted common intellectual 
regulation. This is a gradual process that 
intensified in the past 4-5 years which broke 
many guardrails put into place by researchers

● Available content repurposed as “free” 
(SmashWords)

● Preservation initiative covered by fair use 
repurposed as a source of training for 
commercial model (web archives)

● Exploitation of community work/curation
● Suppression of any distinction between 

concepts/non-protected elements 
(ngrams) and original expression.



Saying the quiet part loud

The largest LLM are not only 
trained on questionable sources, 
they are trained on pirated 
content. This trend arguably 
started with OpenAI training on the 
mysterious Books2 dataset and has 
been intensifying ever since. 
Chinese companies like Deepseek, 
are currently the only one stating 
clearly they use shadow libraries 
like Libgen or Anna’s Archive, but 
under all account they are merely 
re-applying common practices.



The EU adopted the AI 
act a few weeks ago, a 
complex text that still 
require some 
clarification for actual 
implementation, but 
requires AI companies to 
openly document their 
corpus.

The counter-push for regulation



In reaction, large AI 
corporations have started 
to strike licensing 
agreements with big 
platforms and media 
which… raise in turn many 
issues in regard to the 
consent of the original 
authors and the high risk of 
“gate-keeping” the AI field, 
as only OpenAI and Google 
could afford costly deals.

The counter-push for regulation



In their current shape, proprietary LLMs are a 
corrosive force for the open science commons. 

They build new knowledge enclosure and 
incentivize their commercialization.



Open source, open science and the commons

Currently, most critical 
aspects of open science 
are lacking in AI space.



From Common Corpus

To Open LLMs



Building a pretraining commons in open science

Several organizations 
have maintained a 
focus on open 
science, despite the 
entire field closing 
fast. 
Yet, the philosophy of 
« open everything » 
models has long been 
impeded by the 
potential liabilities of 
sharing copyright 
content.



Building a pretraining commons in open science 

We coordinated Common 
Corpus, an EU initiative 
from AI and cultural 
heritage organizations 
supported by the French 
ministry of Culture around 
this purpose : create the 
largest multilingual public 
domain dataset for 
training SOTA LLMs.



Building a pretraining commons in open science

● Truly Open: contains only data that is 
permissively licensed

● Multilingual: mostly representing English 
and French data, but contains data for XX 
languages

● Diverse: consisting of scientific articles, 
government and legal documents, code, 
and cultural heritage data, including 
books and newspapers

● Extensively Curated: spelling and 
formatting has been corrected from 
digitized texts, harmful and toxic content 
has been removed, and content with low 
educational content has also been 
removed.



2 trillion words with a big 
stress put on linguistic 
diversity and 
multimodality.

Building a pretraining commons in open science

Language Proportion

English 64.4

French 14.8

German 6.68

Spanish 2.62

Latin 2.03

Dutch 1.45

Italian 1.26

Polish 0.67

Greek 0.64

Portuguese 0.53



Data for capabilities

The resulting dataset is unlike other open 
datasets, which are composed in large part of web 
data. 

This can help develop models which have 
generalizable capabilities for a wide variety of 
tasks. For example, the inclusion of scientific and 
legal documents is intended to increase world 
knowledge of LLMs trained on this corpus and 
increase factual outputs. 

Code data can be used not only to train 
code-generation models, but has been shown to 
improve reasoning capabilities for natural 
language generation.

Collection Domain Sources

OpenGovernment legal and 
administrative

Finance Commons (e.g. 
SEC, WTO) and Legal 
Commons (e.g. Europarl, 
Caselaw Access Project)

OpenCulture cultural heritage public domain books and 
newspapers

OpenScience academic Open Alex, French HAL

OpenWeb web text YouTube Commons, Stack 
Exchange

OpenSource code GitHub repos with 
permissive license only



Building fully open LLMs

Pleias 1.0

- 3b Transformer 
- specialised in complex document processing 

and RAG (retrieval augmented generation) in 
administrative, legal, financial use cases

- ideal for on premise and on-device use

Pleias Nano

- 1b Transformer 
- specialised in scientific publications 

processing (summarisation, retrieval)



The collection of a large cultural 
heritage corpus has created 
unprecedented incentives to get 
these corpus better. 

On our side, a high priority has 
been post-OCR correction: 
leveraging the ability of LLMs to 
predict the “most probable” word 
to reconstruct the original text 
without digitization artifacts.

Contributing back to the commons: better data



Contributing back to the commons: tools for data processing

Curation for these dataset is unlike 
that for web data like Common Crawl, 
which primarily requires deduplication 
and text quality filtering. There are 
well-established tools and procedures 
for this, especially for English, for 
which there is the most web data. 

Our data require a very different 
approach to filtering and curation, and 
we found that there is no 
one-size-fits-all solution to ensuring 
high-quality training data. We have 
taken an individualized approach to 
curating each dataset.



From open texts to open data

Designing Large Data Models



Different data, same issues of opacity



Towards Open Foundation Models for Science ?

As of today, there are 
few open datasets 
specialised in 
mathematics, with most 
of them being derived 
from Common Crawl, 
and not open access 
scientific publications.



The semantic web dream

Semantic web pre-dates the actual web. 

Still unachieved today.

LLM are not enough => too many 
hallucinations, not dealing well with large 
volume of data, not trained on common 
data structure and representations. 

Knowledge graph & LLM project tend to fail 
even at a small scale.



From semantic data to the Large Data Models

A major open resource never used for 
pretraining: the semantic web ecosystem. 
Mostly in Sparql format with Wikidata at 
the center. 

Many opportunities to do better notably 
through synthetic data generation.



Discussion


