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Analysis Grand Challenge IRIS-HEP implementation
- Columnar data extraction from large dataset
- Processing of that data (event filtering, construction of observables, evaluation of systematic 

uncertainties) into histograms
- Statistical model construction and statistical inference 
- Relevant visualisation for this steps
+ Adding analysis preservation step to AGC pipeline

https://github.com/iris-hep/analysis-grand-challenge


REANA - Reusable analysis
 

● Allow complex multi-stage physics analysis to be 
executed with a single command, using REANA 
service

● Enable to submit parameterized computational 
workflows to run on remote compute clouds or 
using other backends

● REANA uses container technologies to provide 
exact  runtime environment necessary for various 
analysis steps

● Supports several different container technologies 
(Docker, Singularity), compute clouds 
(Kubernetes/OpenShift,), shared storage systems 
(Ceph, EOS) and structured workflow 
specifications (CWL, Yadage, Snakemake)

https://reanahub.io


Analysis Grand Challenge pipeline:
Adapting to Snakemake 
 

Each rule REANA sends to the Kubernetes cluster as separate node

 analyse file_ttbar_01 file_ttbar_02 file ...   file_wjets_01 file_wjets_02 file_wjets_03 ...

               \          |        /                     \         |           /
                \         |       /                       \        |          /

                merge sample ttbar_nominal                merge sample wjets_nominal

                         \                                         /
                          \                                       /

                                      merge all samples

                                            |
                                            |

                                           Plot 

Snakemake checks the inputs and outputs in the rules to see the dependencies and order of execution  

https://github.com/iris-hep/agc-reana
https://snakemake.readthedocs.io/en/stable/


Achieved results:

The processing and merging all files with final workspace.json file creation takes around 
6-7 minutes with REANA.



Run numerous benchmarking experiments 



- Snakemake engine version upgrade
- Avoid EOS input files throttling by using 

authenticated user
- Avoid unnecessary refetching of 

Kerberos secrets
- Faster terminating of jobs by improving 

refresh token sidecar termination 

Cached improved mechanism example

The AGC benchmarking experiments allowed to improve 
REANA performance: 



AGC and HEPData



The Durham High-Energy Physics Database (HEPData) has been built up as a 
unique open-access repository for scattering data from experimental particle 

physics. HEPData is funded by a grant from the UK STFC and is based at the 
IPPP at Durham University.

HEPData

https://gtr.ukri.org/projects?ref=ST/X003167/1
https://www.ukri.org/councils/stfc/
http://www.ippp.dur.ac.uk/
https://www.hepdata.net/about


Options of submission 

Using hepdata-cli directly from 
your workflow

Download files locally and 
submit via sandbox

Would require more syntax 

Fill in the Submission object that 
would generate a folder with 

necessary files  

Create a .zip archive

Check the submission file, 
add required description

Install hepdata_lib



Submission of AGC 
histograms to 

HEPData
submission example 

https://www.hepdata.net/record/sandbox/1722553416?table=Feature1%20Figure


AGC and RECAST pipeline



Current AGC workflow with 
changes for reproducibility

Processing the .root 
files with REANA

Options of further file 
manipulation 

Submit to your EOS 
private directory directly 

with REANA
Submit to the HEPData

Use REANA shared 
storage to download files 

to a new workflow 

https://github.com/iris-hep/agc-reana
https://www.reana.io
https://www.hepdata.net


Download workspaces from 
HEPData/REANA 

Apply python-json-patch library

Create a patch with pyhf

Apply created patch for 
necessary workspace.json

Making a new workspace without necessity 
of re-running analysis 

New patched workspace with 
additional samples



 AGC and ServiceX

https://github.com/iris-hep/agc-reana/tree/ServiceX


ServiceX data delivery service as 
an extension of AGC pipeline

+ Easy to modify current pipeline: we changed 
input files for AGC/REANA pipeline instead to 
use results transformed by ServiceX, which 
are stored in Minio object store

+ Using cached ServiceX files decreases time 
execution (few seconds per process) 

ServiceX data delivery took 10xx sec. Data processing took few sec. Eventually

https://servicex.readthedocs.io/en/latest/


- Benchmark AGC pipeline using Dask-on-REANA (new IT project under way)
- Further testing of ServiceX for AGC and ML pipelines in REANA

Conclusion 

This work also will be presented at CHEP in October 2024

Related detailed presentations:
- AGC demo days
- Workshop on workflow languages for HEP 

analysis 

Further work:

● Successfully implemented AGC ttbar pipeline on REANA
○ wrote multi-cascading Snakemake workflow using parameterized AGC notebook 
○ run many benchmarking experiments to identify REANA performance opportunities  

● Implemented submission of workflow results to HEPData 
● Implement RECAST-like multi-workflow AGC pipelines in REANA
● Started to test ServiceX applicability for AGC pipelines in REANA

https://indico.cern.ch/event/1367741/#:~:text=This%20fourth%20IRIS-HEP%20%2F%20AGC,developers%20and%20the%20interested%20community.
https://indico.cern.ch/event/1380367/
https://indico.cern.ch/event/1380367/

