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RDataFrame ExperimentalCan we get out of

• What is the user interface like?
• Which data input sources are supported?
• What about the Pythonisations?
• Does DistRDF perform well with various Analysis Facilities?

Multi-
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Beyond ROOT 6.32
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High Level Analysis 
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Continue with Analysis – no code differences

Feature parity between MT RDF and DistRDF conserved where applicable
• Recently added a few new RDF query functions, for example:

Distributed RDF

Multi-threaded, 
non-distributed RDF



User Interface – constructor unification 

Unify the three RDataFrame constructors based on the 3rd input argument specifying the executor
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Multi-threaded, 
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User Interface – functional unification 
Some functional calls for Distributed and MT versions differed
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Now à unified version for both cases 

Also:

True zero code change for 
the user between MT and 

DistRDF



Memory usage
Issue observed: in some computationally heavy 
workflows, memory of the HTCondor Workers was 
increased to the level that the application was unusable
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New features



User Interface – C++ code inclusion
• Distributed RDF is fully Pythonic
• What if I have some C++ functions in a header file?
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User Interface – C++ code inclusion

• What if I I want to use shared libraries?
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• What if I I want to declare some C++ code? 



Input Data Sources
• Before 2024: TTree or empty data source
• In 2024: Introduction of RNTuple – see ACAT 2024 talk
• New addition: RDatasetSpec
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• In progress: implement FromSpec functionality for DistRDF

• Create an RDataFrame from a JSON specification file 

https://indico.cern.ch/event/1330797/contributions/5796495/
https://root.cern/doc/v628/namespaceROOT_1_1RDF_1_1Experimental.html


Use of Pythonisations
• More Pythonic ROOT à DistRDF analysis much easier
• For example, background estimation using BDT in Analysis Grand Challenge

à pre-trained XGBoost model files
• How to easily use those in RDF?
• Before: external C++ class needed (FastForest)
• Now: easily save XGBoost models into ROOT files and use those further 

with TMVA’s RBDT, see ROOT AGC repository for more details
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https://agc.readthedocs.io/en/latest/taskbackground.html
https://github.com/guitargeek/XGBoost-FastForest
https://github.com/root-project/analysis-grand-challenge


Analysis Facilities



CERN SWAN
• AGC with the BDT inference
• Leverage all mentioned improvements of DistRDF
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• Ideal scaling for both
• RNTuple: 1.5 – 2x  faster 

than TTree à with zero 
code change for the user

RNTupleTTree



Other Analysis Facilities

Jülich HPC, CERN HPC, also check: AWS, INFN
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Mehrabi A.

Padulano V.E. et al.

Boulis J.

LUMI HPC, also check: ALPS HPC

Performed many tests on various AFs Over the years

Recently

More results at:
plenary talk on RNTuple

https://ieeexplore.ieee.org/document/9826036
https://doi.org/10.1016/j.cpc.2023.108965
https://zenodo.org/records/13847467
https://zenodo.org/records/13847467
https://doi.org/10.1007/s10723-023-09645-2
https://indico.cern.ch/event/1309692/contributions/5509012/attachments/2701564/4690533/Benchmarking%20Distributed%20Analysis%20at%20the%20J%C3%BClich%20HPC%20Center%20(SFT).pdf
https://zenodo.org/records/13847467
https://indico.cern.ch/event/1338689/contributions/6009787/


Next steps and conclusion



Next steps

• Optimize RNTuple processing post first RNTuple production 
release

• Generalize RDatasetSpec to accommodate complex workflows 
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Inputs and collaboration suggestions 
from users 

(e.g. testing DistRDF in your AF)
are always very welcome!



Conclusion

• User interface: stabilised and unified, with easy inclusion of C++ code
• Data input sources include TTree, RNTuple and RDatasetSpec
• The more Pythonisations in ROOT, the better the DistRDF
• DistRDF is performant in many different Analysis Facilities
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ExperimentalCan we get out of



Conclusion

YES!
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ExperimentalCan we get out of

Watch out for the next ROOT releases


