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The Workshop, 9-13 Sep. 2024

The 2nd Joint Xrootd and FTS Workshop

● https://indico.cern.ch/event/1386888/
● Thanks for the local organizers at STFC/RAL

○ The 1st joint workshop was at Ljubljana in 2023
○ Will be an annual workshop

● 1st 2.5day on FTS & 2nd 2.5 day on Xrootd
● 62 registered participates (including 5-10 remote participants)
● 51 presentations
● 1 white board session (on CERN DMC client)
● 1 live demo (Xrootd github/CI/CD)
● Reached way beyond LHC and HEP
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Highlight on the FTS Session
The CERN FTS team is also responsible 
for the DMC clients (gFAL, Davix, etc.)

1 billion transfers

FTS v3.13 is now available in Alma 
Linux 9
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FTS and Tokens

DC 24 is a perfect time to test the 
WLCG token

● Experiments uses tokens in 
different ways. 

● Both ATLAS and CMS see 
scalability issues

● This issue is related to how 
tokens are used.

○ How large a FTS (and DB) 
deployment do we need?

○ How large an IAM cluster do we 
need?

In X509 world, this is O(10)
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Token Reflections

This is what was promised

This is what we actually see

Token scalability is not just 
the responsibility of FTS and 
IAM (and other middle wares)

● Experiments need to think 
of realistic ways of using 
tokens

● Not just following the token 
“ideologies”.
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FTS 4 - the future version, and major changes

This is the top priority
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and reduce C++ code
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CERN Data Management Client (DMC) Update
Whiteboard session on gFAL and Davix
● gFAL

○ gFAL is an important tool for all experiments and should continue to be supported
○
○
○
○
○
○ Interface (CLI and Python API) are important and should not change

■ Not sure about C++ API (who use it?)
○ Protocol support: want to keep HTTP and Xroot protocols, and drop all others
○ Want to change the under the hood implementation, to make it more supportable

■ make gFAL a thin layer and directly using Davix (for HTTP) and Xrootd tools and APIs. 
■ Discussed possible routes, for example, implement via fsspec?

● Davix
○ Both API and packaging makes it convenient to use. 
○ Will make Davix 1st class citizen in DMC. 
○ Will clean the code, keep S3 and Webdav support, drop unneeded stuffs. 
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Highlight of the Xrootd Session
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Highlight of New Features in Xrootd (release 6.0)

1. Rucio aware dataset backup plugin

2. Improved error message propagation (especially for the curl error reporting)

3. Kernel level TLS

4. RDMA support in the Xroot protocol

5. Improvement on monitoring

6. Drop support of CentOS 7

7. Drop support of python2 

8. Plus lots of improvements in Xcache (incremental, not waiting for release 6)
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OSDF, Pelican and Xrootd

OSDF long term vision: an “all-science” 
Content Delivery Network.
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Pelican platform is the technology that supports 
OSDF 

Centered around OSDF operated regional 
caches (Xcache with HTTP protocol)
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Pelican and non-Posix storage

Pelican is developing support for several HTTP type storages

● Via Xrootd storage plugin or remote client plugin
○ This is different from the existing XrdClHttp in Xrootd (to support S3 storage backend).
○ Also different from XrdCEPH in Xrootd (a RAL contribution)

● Support several HTTP/S3/Globus type storages, tailed for Pelican’s (caching) 
need

○ Current phase focus on readonly to storage
○ Support for Globus is interesting:

■ Put a Globus endpoint behind Xrootd. This is an alternative way to integrate Globus into 
the WLCG Rucio/FTS/Xrootd/dCache ecosystem. 

■ Does not depend on the integration of Globus service and Rucio
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Xrootd and Xcache in German HPCs

Transition from German dedicated T2 
resources at universities to shares on 
national HPC centers 

Caching proxy at KIT’s login node: 

● It provide sufficient bandwidth 
(50Gbps) to the outside

● IPoIB to distribute data to worker 
nodes

● Looking forward for Xroot 
protocol over RDMA
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Other Xrootd Community Effort and R&D 

● Xrootd and CEPH at UK
○ RAL Tier 1 Echo system: CEPH core storage. Integrate with WLCG via Xrootd
○ UK Tier 2s: CephFS + Xrootd is a popular model. 

■ Also used by the University of Oklahoma ATLAS Tier 2
○ Xcache may be used for diskless sites (and ATLAS Virtual Placement)

● StorageD@RAL to support Light Source and Environmental Science 
communities

● GridPP effort on building Xrootd testing environment in Kubernetes for HEP 
and AstroPhysics.

● Alternative load balancing algorithm.
● Optimization of Xrootd’s Posix vector read to RAL CEPH object store
● (HTTP web) server side processing of ROOT files
● Monitoring, and more monitoring…
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