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» Most of the power usage is driven by compute

Median Power Consumption at the DESY Data-Centre
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Compute 54.7%, 0.6cMW

B maxwell 55.9%
B grid 16.0%

mm naf 11.9%
exfl 10.8%
pheno 3.1%
theo 1.3%
batch 1.0%

Storage 26.7%, 315kW

B dcache 90.6%

mm ceph 3.4%
dust 2.9%
dot 2.1%

tape 1.0%

Total:
1181kW
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Operations 2.4%, 28kW
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it 54.1%
operations 28.9%
openstack 13.9%
wgs 3.1%

Other 13.1%, 154kW
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DESY Data Centre

DESY Data-Centre

» Future data-centres will be
even more power-hungry
and are likely to form part
of more energy-intensive
ecosystems

Virtual Services

» Data-centres, are large
complex and have lots of
moving parts

Dwayne Spiteri, Deutsches Elektronen-Synchrotron (DESY) Sustainable computing with RF2.0 at DESY



The IDAF at DESY

* The Interdisciplinary Data and Analysis
Facility (IDAF) forms part of the ecosystem that

allows users from around the world to submit (sUPERM]C ;.
scientific work to DESY -
intel E‘ '

+ more .

Hardware Vendors

Utilities (Energy Providers)

« While the data-centre is N DESY Data-Centre Sustainability
at it’s heart, sustainability [ /\ aroups
efforts will be limited if
the parts of this wider
ecosystem don’t talk

to each other
Resource Resource Resource

, Utilisation Provision Optimisation
« More sustainable future
experiments —

Research Facility 2.0
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Research Facility 2.0

- An EU-funded project whose remit covers the design and use of technologies for use at future
accelerators;
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data-centres

« My contribution:

» Create a digital twin of the DESY
data-centre and use that to try

and investigate energy/carbon
saving strategies
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The Data-Centre Simulation Framework

» |nitially created at the University of Glasgow - Currently being expanded using RF2.0 funding
% ScotGrid Lf':f’,gg University

of Glasgow
« Mainly aimed at simulating data-centre compute and outputting carbon usage data

Scottish Grid Service

VVVVVVVVVVVVVV

2 DataCenter Inventory

 What kind of machines are there?

Architecture/CPU
Quantity
Memory
Installation Date

G Grid Carbon Intensity Data

5 RESULTS

 To be then used to generate
recommendations
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Simple Simulation Schematic

Simulation Wrapper Script Data Logger

| Specify variable parameters of the simulation

7 Format output statistics

Worker Node Library Main Script

<~ 6 Run Simulation

2 Create different kinds of ker = Spins up a cluster to run
nodes [* specified workloads

Job Factory Library

_ Job Scheduler
5  Create different kinds of jobs from™ &
different VO’s #*4 Create a programme of work to be run

on a cluster




Simple Simulation Schematic

Simulation Wrapper Script

c Specify variable parameters of the simulation

* The number and type of nodes your cluster is made from
(ampere, dell, grace)

* The amount of starting jobs and how many jobs are submitted per hour

* Maximum length of the simulation
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Simple Simulation Schematic
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Simple Simulation Schematic

. Job Factory Library

3 Create different kinds of jobs from
different VO’s

* Assume jobs run for samples amount of time drawn from previously
measured distributions (for testing all jobs are set to be 5hrs long)

* Require amounts of memory and cores to be used
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Simple Simulation Schematic

Dwayne Spiteri, Deutsches Elektronen-Synchrotron (DESY) Sustainable computing with RF2.0 at DESY



Simple Simulation Schematic
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Simple Simulation Schematic
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Simple Simulation Schematic
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Data Logger () “tp Ut
Formats output statistics

Total (and average): CPU used, time elapsed, jobs started/ « Data here is an exam ple from when | ran on
completed, (peaktime) power used and estimated CO2e emissions. the GlangW Data-Centre

7

Summmary - Each time the simulation is called, a file gets
======== produced with the following information

sl Slmulat.ed-t e l?u Rl ) St d:?ys Simulated and Real-time duration of the simulation
Total Real-time Duration : 10.2 minutes

Jobs Started : 50000 Job inf .

Jobs Finished : 50000 Ob inlormation
Total CPU duration : 2000000.0 hours

Total and Average CPU duration
Average CPU duration : 5.00 hours

Total energy consumed by compute : 1428.75 kWh
Peaktime (5-9pm) energy consumption: 256.65 kWh
Average energy consumption per job : 28.57 Wh

Estimated energy used in total, during peak times and job-average

Estimated C02e emmissions : 112.188 kg
Estimated Peaktime CO2e emmissions : 21.009 kg

Average CO2e emmissions per job  : 2.244 g Estimated CO2 (e)quivalent emissions for said work
Peaktime C02e emmissions percentage: 18.726 %
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Use Case 1- Can you save carbon by shifting work?

 |Insert jobs to run for 7 days of simulated time. Do you save carbon by clocking down nodes when the carbon
intensity of the grid is forecast to be high?

No Changes

Total Simulated-time Duration : 168.0 hours
Total Real-time Duration : 156.0 minutes

Jobs Started : 466536
Jobs Finished : 450576

Total CPU duration : 2285107.9 hours
Average CPU duration : 4.90 hours

Total energy consumed by compute : 10339.39 kWh
Peak time (5-9pm) energy consumption: 1649.79 kWh
Average energy consumption per job : 22.55 Wh

Estimated CO02e emissions : 688.678 kg
Estimated Peak time C02e emissions : 118.386 kg
Average (C02e emissions per job : 1.502 ¢
Peak time C02e emissions percentage: 17.190 %

Dwayne Spiteri, Deutsches Elektronen-Synchrotron (DESY)

17% reduction in jobs

25% peak time energy reduction

20% overall COz reduction

Sustainable computing with RF2.0 at DESY

Forecasted
Clock-down

Total Simulated-time Duration : 168.0 hours
Total Real-time Duration : 174.3 minutes

Jobs Started : 392392
Jobs Finished : 376432

Total CPU duration + 2313757.3 hours
Average CPU duration : 5.90 hours

Total energy consumed by compute : 8613.15 kWh
Peak time (5-9pm) energy consumption: 1243.06 kWh
Average energy consumption per job : 22.41 Wh

Estimated CO02e emissions : 560.153 kg
Estimated Peak time CO2e emissions : 88.647 kg
Average C02e emissions per job : 1.457 ¢

Peak time CO2e emissions percentage: 15.825 %
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Use Case 2 - What do different procurements look like?

« An example type of recommendation - Running fixed work of 50,000 jobs, what new machines will lower your
impact? (Same number of new cores each)

Replacing older nodes w/
x86 - AMD Siena

: 20.0 hours
0.6 minutes

Total Simulated-time Duration
Total Real-time Duration

Jobs Started
Jobs Finished

: 50000
: 50000

Total CPU duration
Average CPU duration : 5.19 hours
: 969.80 kWh
211.61 kwh
19.40 Wh

Total energy consumed by compute
Peaktime (5-9pm) energy consumption:
Average energy consumption per job :

Estimated C02e emmissions
Estimated Peaktime C02e emmissions :

66.048 kg
13.810 kg
Average C02e emmissions per job : 1.321 g

Peaktime C02e emmissions percentage: 20.909 %
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: 259273.7 hours

No Changes

3
(WithOldKit)

: 27.8 hours
1.9 minutes

Total Simulated-time Duration
Total Real-time Duration

Jobs Started
Jobs Finished

: 50000
: 50000

Total CPU duration
Average CPU duration

: 250451.5 hours
: 5.01 hours

1362.10 kWh
292.48 kWh
27.24 Wh

Total energy consumed by compute :
Peaktime (5-9pm) energy consumption:
Average energy consumption per job :

Estimated C02e emmissions 94.188 kg
Estimated Peaktime CO02e emmissions : 19.462 kg
Average CO02e emmissions per job : 1.884 ¢

Peaktime C02e emmissions percentage: 20.663 %

Sustainable computing with RF2.0 at DESY

(:zl2itu1hk:

Uop, Replacing older nodes w/

ARM - AltraMax M128-30

: 18.0 hours
0.5 minutes

Total Simulated-time Duration
Total Real-time Duration

Jobs Started
Jobs Finished

: 50000
: 50000

Total CPU duration
Average CPU duration

: 252801.8 hours
: 5.06 hours

: 939.53 kWh
217.55 kwh
18.79 Wh

Total energy consumed by compute
Peaktime (5-9pm) energy consumption:
Average energy consumption per job :

Estimated CO2e emmissions 63.599 kg
Estimated Peaktime CO2e emmissions : 14.197 kg
Average C02e emmissions per job o e o

Peaktime C02e emmissions percentage: 22.323 %
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Other Ecosystem Improvements at DESY

Current IQR Age Profiles of Datacentre Machines

Compute Operations Storage . - o
200 mean: 4.9yrs mean: 5.4yrs mean: 4.5yrs Llfec Cle anal SIS Of maChlnes
17.5
= 15.0
il N . T - Is it carbon Cost effective to recycle
< 10.0- { : ! l machines to other types of datacenter
= L [ service?
c /.5 T
= —
=
5.0 1= -—=----|—- SN ettt (et o i B i « When and how can we decommission
- J | I = machines?
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Other Ecosystem Improvements at DESY

Maximum Power Consumption at the DESY Data-Centre

Compute 77.3%, 1.4MW

. maxwell 78.5%
batch 18.5%
pheno 1.6%
theo 0.9%
exfl 0.5%

Storage 16.8%, 293kW

B dcache 97.3%
tape 1.8%
dot 0.9%

Operations 1.2%, 21kW

mmm operations 40.2%

mam it 37.3%
openstack 20.5%
wgs 2.0%

Other 2.5%, 44kW

* Turn off the oldest machines, but don’t get
rid of them. Turn them on when overall

usage is high
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owhscaling/Slow Decommissionin

 We don’t operate close to maximum
capacity

Median Power Consumption at the DESY Data-Centre

Compute 54.7%, 0.6MW

mmm maxwell 55.9%
B grid 16.0%
mm naf 11.9%
exfl 10.8%
pheno 3.1%
theo 1.3%
batch 1.0%

Storage 26.7%, 315kW

B dcache 90.6%

B ceph 3.4%
dust 2.9%
dot 2.1%

tape 1.0%

Total:
1181kW

Operations 2.4%, 28kW

mm it54.1%
B operations 28.9%
. openstack 13.9%

Other 13.1%, 154kW

wgs 3.1%

19



Other Ecosystem Improvements at DESY

Liasing with Local Eneragy Providers

MKK | Maschine Kraft Kiihlung Klima

« Sustainability is more than CO2. Water usage
and other resources (like land) are
important. Water will become increasingly e ome !
more important in the future L

» Liaising with local energy/water distribution
MKK group at DESY

 Dynamic Energy Loads
(follow a signal - save costs
for turning off green energy
£1B wasted in UK last year)

« Minimise Water Wastage
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Embedded Carbon

« A significant component of carbon in a servers lifetime is in the
embedded carbon

Need to start pressuring hardware vendors to give us or produce some
carbon lifecycle analyses - Procurement?

 The improvements listed are only on the carbon opportunity cost of
RUNNING work. Assume an total operational carbon cost of Y and an
embedded carbon cost of X

Dwayne Spiteri, Deutsches Elektronen-Synchrotron (DESY) Sustainable computing with RF2.0 at DESY

Operation
Manufacture

Hardware Vendors
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Dwayne Spiteri,

Embedded Carbon

Attribute it all to purchase and treat operational carbon as independent?

Operation

. . . Manufact
Assume a set lifetime of operation (5 years) and split the cost for each year - NHactre

X/357?

Split the embedded carbon cost over every job you run?

Hardware Vendors
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Or completely separate the two and have a carbon budget for the data- (SUPERM]CR; @ ¥ R

centre itself to account for embedded carbon

Deutsches Elektronen-Synchrotron (DESY) Sustainable computing with RF2.0 at DESY
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Conclusions and Future Work

« A simulation framework has been created to try and test different kinds of operation of various data-
centres. The simulation framework is currently private, but the plan is to make it freely available soon

« DESY will use it alongside its current strategies to help evaluate their effectiveness, and use it to define
new ones

« Currently generates outputs based off compute information - but this is the largest component to every
use of most data-centres. Storage will be looked at in the future

 The improvements listed are only on the carbon opportunity cost of RUNNING work. Improvements will
be tempered by how we treat embedded carbon in the future

* |t’s clear that there’s not much we can do to have a large impact without talking to external partners

» Hopefully the bigger badder Al data centres of the future can use some of these techniques to make
them better

Dwayne Spiteri, Deutsches Elektronen-Synchrotron (DESY) Sustainable computing with RF2.0 at DESY
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For further information
and to follow our
project progress visit
www.rf20.eu

O
L
:

and our Social Media accounts: @ RF2.0 Project @ @rf20_project
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