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Introduction
Preliminary studies and ideas to understand natural job drainage and power 
reduction in PIC Tier-1, which is using HTCondor

Analyze historical logs from HTCondor to understand natural job drainage 
patterns: when jobs naturally conclude without external intervention

This analysis could reveal particular patterns (or a lack thereof) in job 
drainage, while also providing insight into expected levels of resource 
reduction over time

● It would help us understand how quickly we could scale the farm to adapt to 
external factors, such as green power availability cycles

● K. Fabrega (last year Physics degree student) involved in these studies

Live demo →
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Characteristics of Natural Drainage Cycles
Conduct extended simulations to observe drainage patterns under varying 
load conditions

Analyze the impact of job types and VO-specific job durations on natural 
drainage cycles, examining how different workloads influence these cycles

These characteristics can be effectively studied by simulating multiple natural 
drainage scenarios over the specified time period

- Using 2024 PIC HTCondor historical data, we performed drainage simulations at hourly intervals
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Characteristics of Natural Drainage Cycles
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Characteristics of Natural Drainage Cycles

Multiple sim.

2024 year

Drainage simulations at hourly intervals →

Reduction factors for utilized cores observed 
at various hours following drainage scenarios
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Characteristics of Natural Drainage Cycles
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Watts before and after drainage
Estimate power consumption before, during, and after natural drainage events

The PIC farm compute nodes report power consumption through IPMItool, 
which allows for power monitoring per node on local Grafana portal

Using HTCondor data, we can identify the compute nodes where jobs are being 
executed. This enables the calculation of power consumption based on node 
occupancy, before, during, and after natural drainage events

For this we need to characterize the power consumption of a node based on 
its occupancy and then apply it to our simulations

- Draining before downtimes or security updates, so we can use that information to characterize 
Watts vs. occupancy with real jobs
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Watts before and after drainage

farm draining event before a downtime

"AMD EPYC 7452 32-core processor" dual-CPU with 
hyperthreading enabled → 128 cores per node
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Watts before and after drainage

More statistics can be added including 
other PIC farm draining events



Sustainability WS -Natural farm draining [J. Flix] 10

Watts before and after drainage
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Watts before and after drainage
Since natural draining occurs 
randomly across compute 
nodes, a significant reduction 
in power consumption is not 
expected immediately after 
draining begins 

Noticeable reductions are 
likely only when node 
occupations fall below the 
hyper-threading (HT) regions 
→ this would limit capability to sites to 
modulate farm utilization to save energy 
or adapt to clean energy cycles

We will model this reduction 
with the IPMI information
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Next steps
Analyze in detail the impact of job types and VO-specific job durations on 
natural drainage: how different workloads contribute to natural drainage cycles

Estimate power consumption before and after drainage (ipmitool), for all of the 
compute nodes available at PIC (and for those that have been retired)

- We can use natural drainages that actually happened in the past at PIC, prior to downtimes, 
to model Watts vs. occupancy for all CPU types 
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Next steps
Analyze in detail the impact of job types and VO-specific job durations on 
natural drainage: how different workloads contribute to natural drainage cycles

Estimate power consumption before and after drainage (ipmitool), for all of the 
compute nodes available at PIC (and for those that have been retired)

- We can use natural drainages that actually happened in the past at PIC, prior to downtimes, 
to model Watts vs. occupancy for all CPU types 

Develop machine learning models for predictive power scaling

Evaluate potential carbon emission reductions in these drainage scenarios

Design a feedback loop to HTCondor for real-time power modulation based 
on green energy cycles
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Preliminary conclusions
We are modeling natural job drainage and power reduction in the PIC Tier-1 
system using historical HTCondor data combined with compute node power 
consumption records

Our goal is to develop machine learning models for predictive power scaling. 
If successful, this approach could identify scenarios where compute nodes can 
be quickly drained from the hyper-threading (HT) region, enabling more efficient 
adaptation to external factors

The objective is not to terminate jobs prematurely, so 'preemptible' jobs could 
facilitate more efficient drainage processes. This would allow for better 
modulation of farm utilization while maintaining operational efficiency, and 
maybe this is something WLCG experiments should consider at some point



Thanks!
Questions?
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