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Hadronic interactions and UHECR (ultra-high-energy cosmic rays)
Primary interactions of CR observed at Auger mostly above c.m.s energy of LHC (for p-p collisions)
 - even at  LHC energy, models uncertain due to lack of forward measurements 
 - below LHC energy: uncertainties in nuclear and pion interactions etc.
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parameterization, and by bracketing the bias with the pure
proton/iron mass primaries below full efficiency. The impact
of the resolution uncertainties on the unfolding procedure is
the larger, in particular at the highest energies. On the other
hand, the energy bias and reduced efficiency below 1017 eV
only impacts the first few bins. These various components
are summed in quadrature and are shown by the dotted blue
line in Fig. 15. These influences are clearly seen to impact
the spectrum by <4%.

The last significant uncertainty in the flux is related to
the calculation of the geometric exposure of the array. This
quantity has been previously studied and is 4% for the SD-
750 which directly translates to a 4% energy-independent
shift in the flux [24].

The resulting systematic uncertainties of the spectral
parameters are given in Table 6. For completeness, beyond
the summary information provided by the spectrum param-
eterization, the correlation matrix of the energy spectrum is
given in the Supplementary material. It is obtained by repeat-
ing the analysis on a large number of data sets, sampling
randomly the systematic uncertainties listed above.

5 The combined SD-750 and SD-1500 energy spectrum

The spectrum obtained in Sect. 4 extends down to 1017 eV
and at the high-energy end overlaps with the one recently
reported in [21] using the SD-1500 array. The two spectra
are superimposed in Fig. 16. Beyond the overall consistency
observed between the two measurements, a combination of
them is desirable to gather the information in a single energy
spectrum above 1017 eV obtained with data from both the
SD-750 and the SD-1500 of the Pierre Auger Observatory.
We present below such a combination considering adjustable
re-scaling factors in exposures, δE , and ESD energy scales,
δESD, within uncorrelated uncertainties.

The combination is carried out using the same bin-by-
bin correction approach as in Sect. 4. The joint likelihood
function, L(s, δE, δESD), is built from the product of the
individual Poissonian likelihoods pertaining to the two SD
measurements, L750 and L1500. These two individual likeli-
hoods share the same proposed function,
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with j = i + 1 and E0 = 1018.5 eV. As in [21], the transition
parameters ω12, ω23 and ω34 are fixed to 0.05. In this way, the
same parameters s are used during the minimisation process
to calculate the set of expectations νi (s, δE, δESD) of the two

Fig. 16 Superimposed SD spectra to be combined scaled by E2.6, the
SD-750 (red circles) and the SD-1500 (black squares)

Fig. 17 SD energy spectrum after combining the individual measure-
ments by the SD-750 and the SD-1500 scaled by E2.6. The fit using the
proposed function (Eq. (13)) is overlaid in red along with the one sigma
error band in gray

arrays. For each array, a change of the associated exposure
E → E + δE impacts the νi coefficients accordingly, while a
change in energy scale ESD → ESD + δESD impacts as well
the observed number of events in each bin. Additional likeli-
hood factors, LδE and LδESD , are thus required to control the
changes of the exposure and of the energy-scale within their
uncorrelated uncertainties. The likelihood factors described
below account for δE and δESD changes associated with the
SD-750 only. We have checked that allowing additional free
parameters, such as the δE corresponding to the SD-1500,
does not improve the deviance of the best fit by more than
one unit, and thus their introduction is not supported by the
data.

Both likelihood factors are described by Gaussian distri-
butions with a spread given by the uncertainty pertaining to
the exposure and to the energy-scale. The joint likelihood
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UHECR detection through air showers
- Pierre Auger Observatory (Argentina) 
- Telescope Array (Utah) 

- longitudinal shower profile (air fluorescence)
- particles arriving at ground (small sample)
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Hadronic interactions in cosmic ray showers
Heitler-Matthews model (Astropart. Phys. 22 (2005) 387)

Xmax and Nµ sensitive to both interaction properties
  - multiplicity Nch and elasticity κ
and primary mass A

 
~ 90 % for 1019 eV protons – showers dominated by EM particles!

simulations. Nevertheless, Heitler�s EM model pre-

dicted accurately the most important features of

electromagnetic showers.

Heitler�s model (Fig. 1a) has e+, e�, and pho-
tons undergoing repeated two-body splittings,
either one-photon bremsstrahlung or e+e� pair

production. Every particle undergoes a splitting

after it travels a fixed distance related to the radi-

ation length. After n splittings there are 2n total

particles in the shower. Multiplication abruptly

ceases when the individual e± energies drop below

the critical energy nec, where average collisional en-
ergy losses begin to exceed radiative losses.
This simplified picture does not capture accu-

rately all details of EM showers. But two very

important features are well accounted for: the final

total number of electrons, positrons, and photons

Nmax is simply proportional to E� and the depth of

maximum shower development is logarithmically

proportional to E�.

We approximate hadronic interactions similarly
[4]. For example, Fig. 1b shows a proton striking

an air molecule, and a number of pions emerging

from the collision. Neutral pions decay to photons

almost immediately, producing electromagnetic

subshowers. The p± travel some fixed distance

and interact, producing a new generation of pions.

The multiplication continues until individual

pion energies drop below a critical energy npc ,
where it begins to become more likely that a p±

will decay rather than interact. All p± are then as-

sumed to decay to muons which are observed at

the ground.

This first approximation assumes that interac-

tions are perfectly inelastic, with all the energy

going into production of new pions. We will study
the more realistic case which includes a leading

particle carrying away a significant portion of the

energy later (Section 4).

The important difference between a hadronic

cascade and a pure EM shower is that a third of

the energy is ‘‘lost’’ from new particle production

at each stage from p� decay. Thus the total energy
of the initiating particle is divided into two chan-
nels, hadronic and electromagnetic. The primary

energy is linearly proportional to a combination

of the numbers of EM particles and muons.

We examine the model in detail below. In par-

ticular, we will look at its predictions for measur-

able properties of extensive air showers,

attempting to assess which predictions are reliable

and which may not be. First, we review the specif-
ics of Heitler�s electromagnetic shower model and
then develop the hadronic analogue. In all that fol-

lows, the term ‘‘electron’’ does not distinguish be-

tween e+ and e�.

2. Electromagnetic showers

As seen in Fig. 1a, an electron radiates a single

photon after traveling one splitting length
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e+ e
_

n=1

n=2

n=3

n=4

p

π +_ π o

n=1

n=2

n=3

Fig. 1. Schematic views of (a) an electromagnetic cascade and (b) a hadronic shower. In the hadron shower, dashed lines indicate

neutral pions which do not re-interact, but quickly decay, yielding electromagnetic subshowers (not shown). Not all pion lines are

shown after the n = 2 level. Neither diagram is to scale.
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The importance of muons
- 4-component shower model:  
 - pure EM component
 - muons, EM from decay, EM from “jets” = hadronic component

- pure EM component universal, changes mainly with distance to Xmax

fitted with the ansatz function Φ described in detail in
Appendix A. This function is a convolution of the gener-
alized Gumbel distribution of X and the Gaussian distri-
bution of S with the mean value linearly changing with X,
reflecting in this way their correlation indicated in Fig. 1. A
set of these trial functions for each model, primary particle,
and zenith-angle range is used as MC templates in the
following fitting procedure.

B. Fitting procedure

For each model, we search for the most likely combi-
nation of the composition mix of the four primary species,
the zenith-dependent rescaling parameter of the hadronic
signal RhadðθÞ, and the constant shift of the depth of shower
maximum ΔXmax in all the MC templates. The fitting
method is a generalization of the fitting procedure used in
Ref. [10] in the case of the Xmax distribution and applied
here to the two-dimensional (X, S) distributions in five
zenith-angle ranges simultaneously.
The negative log-likelihood-ratio expression that is

minimized for a given model is of the form,

lnL ¼

8>><
>>:

P
k

P
j

�
Cjk − njk þ njk ln

njk
Cjk

�
; njk > 0;

P
k

P
j
Cjk; njk ¼ 0;

ð3Þ

with the sums running over the two-dimensional bins j in
(X, S) for the five θ-bins k. The corresponding number of
showers measured in bins j, k is denoted by njk and the
predicted number of MC showers by Cjk. The latter number

is obtained using the total number of measured showers
Nk

data as

Cjk ¼ Nk
data

X
i

fiΦi;kðX0
j;k; S

0
j;kÞ; ð4Þ

where Φi;k denotes the template function Φ in θ-bin k for a
given model and primary particle iwith relative fraction fi.
The modified X prediction is of the form

X0
j;k ¼ Xj;k þ ΔXmax ð5Þ

and the rescaled predicted ground signal is

S0j;k ¼ Sj;kfkSDðRhadðθÞ;ΔXmaxÞ; ð6Þ

where Xj;k and Sj;k are the center bin values of X and S,
respectively, of the original MC distribution (X, S).
The rescaling parameter fkSD of all signals Sj;k is

calculated as

fkSD ¼ RhadðθÞ
ðErefÞβ−1=B
hEβ−1=B

FD ik
ghad;kfhad;k

þ ðErefÞ1−1=B
hE1−1=B

FD ik
gem;kð1 − fhad;kÞ; ð7Þ

where Sð1000Þ ∝ EB
FD is assumed to be composed only of

Shad ∝ Eβ
FD and Sem ∝ EFD, and fhad ¼ Shad=Sð1000Þ. The

parameter β ¼ 0.92 is chosen following Ref. [23]. The
mean energy factors hEβ−1=B

FD ik and hE1−1=B
FD ik are calculated

FIG. 2. The total ground signal at 1000 m from the shower core (black) and its hadronic (brown) and em (turquoise) components as a
function of the distance from Xmax to the ground in atmospheric depth units for protons (left) and iron nuclei (right) for different models.
The bands contain the statistical uncertainty. E ¼ 1018.5 eV to 1019.0 eV, θ < 60°.

A. ABDUL HALIM et al. PHYS. REV. D 109, 102001 (2024)

102001-8

Astropart.Phys. 87:23, 2017

Phys.Rev.D109:102001,2024

- muons: small fraction of 
energy, large fraction of 
information on hadronic 
interactions!
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Modified hadronic interactions

Phys. Rev. D, 83:054026, 2011
 - individual changes of multiplicity, elasticity and  
           cross-section in CONEX - 1D simulations
 - 215 citations

CONEX in Corsika: 3D information

MOCHI: CORSIKA 7.741 with CONEX option, Sibyll 2.3d

- nuclear projectiles treated as  
  a set of p-Air interactions 
- POS(ICRC2023)245 
- POS(ICRC2021)441  
- EPJ WoC 283:05005 
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FIG. 7. Impact of hadronic interaction features on the shower maximum, Xmax, for proton (left) and iron (right) primaries.

val from 1019 to 1020 eV. For each point in the parameter
space under investigation, 1000 showers are simulated.

In the discussion of our results we will frequently com-
pare to the analytic Heitler model predictions summa-
rized in Table I, and also refer to the dependence of EAS
fluctuations on the longitudinal shower development as
shown in Fig. 5.

A. Longitudinal Shower Development and Depth

of the Shower Maximum

The results for the mean depth of shower maximum,
�Xmax�, and the fluctuation of Xmax, characterized by
RMS(Xmax), are summarized in Fig. 7. The extrapola-
tion of the total cross section for particle production has
by far the biggest impact on Xmax. It can shift �Xmax�
by almost 100 g/cm2 for protons and 40 g/cm2 for iron
in both directions, and exhibits a strong correlation with
the fluctuations of Xmax. All the other interaction char-
acteristics considered here change the fluctuations only
within a few g/cm2, except the elasticity for proton pri-

maries. A high elasticity leads to a moderate increase in
fluctuations, at the same time shifting the �Xmax� deep
into the atmosphere. The secondary multiplicity is al-
most as effective in shifting �Xmax� as the cross section.
This is a consequence of the distribution of the same en-
ergy onto a growing number of particles, which is also
predicted by the Heitler model. However, the depen-
dence we find is somewhat different from the simple pro-
portionality to − lnnmult for larger deviations from the
original model. For proton primaries the dependence on
the cross section is similar to 1/σ as in the Heitler model,
especially at larger cross sections; For iron primaries, on
the other hand, this change is more like − lnσ. Further-
more, in contrary to the independence of �Xmax� from
the pion charge ratio c we find a slight trend ∝ ln c. The
impact of the elasticity is approximately ∝ κel.

In addition to studying Xmax we also considered the
quantity ∆X = Xmax −X1, with X1 being the depth of
the first interaction in a shower. ∆X is only sensitive to
the shower development that follows the first interaction.
In Fig. 8 the results for ∆X are summarized.

As can be seen, only modifications of the cross section

MOCHI and CR observables Jan Ebr
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Figure 1: Left: In all the relevant plots, we use basic building blocks of 75 points to show the effects of
the modifications. The red point shows where unmodified simulations are. Right: fraction of showers with
anomalous longitudinal profiles for single-parameter modifications in CONEX.

1. Introduction

We investigate the effects ofmodified characteristics of hadronic interactions (MOCHI), namely
the modification of three basic parameters – multiplicity, elasticity 𝜅el = 𝐸leading/𝐸tot and cross-
section – on the development of extensive air showers. These changes are implemented inCORSIKA
7.741 [1] using the CONEX option for the high-energy part of the showers, based on the work [2]
with extensive modifications (we also use the original implementation in standalone Conex [3]).
The modification of parameters is done without any reference to an underlying physical mechanism
by changing the cross-section provided by an existing hadronic interaction model (Sibyll 2.3d
[4] in our case) and resampling the secondary particles produced by the model to achieve the
desired elasticity and multiplicity with the least possible change in other properties of the generated
particles. The modifications for interactions of nuclei are implemented as modifications of the
individual proton-air sub-interactions.

For each set of simulations, we select for each modified parameter a factor 𝑓19 and then for
each interaction at an energy E above a threshold 𝐸thr, the parameter is modified by the factor

𝑓 (𝐸, 𝑓19) = 1 + ( 𝑓19 − 1) ·
log10(𝐸/𝐸thr)

log10(10 EeV/𝐸thr)
(1)

We consider 75 combinations of modifications: 𝑓 𝜎19 ∈ (0.8, 1.0, 1.2) for cross-section, 𝑓 el
19 ∈

(0.6, 0.8, 1.0, 1.2, 1.5) for elasticity and 𝑓 mult
19 ∈ (0.6, 0.8, 1.0, 1.3, 1.7) for multiplicity. Thresh-

olds are 1016 eV for cross-section, 1014 eV for elasticity and 1015 eV for multiplicity. (For
further discussion, see [5]). For each combination, we simulate 1000 showers for the primary
proton and 1000 showers for primary iron at a primary energy of 1018.7 eV and zenith angles
𝜃 ∈ (0, 25.7, 37.8, 48.7, 60) deg, totaling 750 thousand simulated showers. We call each set of
1000 simulations a "bin" for brevity, and we adopt a unified pattern for the visualization of the 75
modifications, see Fig. 1

2. Depth of maximum of energy deposit

While the extraction of the depth of the maximum of the energy deposit 𝑋max from simulations
is routine, care must be taken for the case of modified simulations for the following reasons:

1. The CONEX option in CORSIKA does not allow multiple observation levels. Thus,
showers cannot be followed below the ground level of interest, which we set at 1400 meters a.s.l..

2
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“Allowed” modifications and thresholds
Cross-section (Ethr = 1016 eV)
 - well constrained for p-p at LHC to a few %
 - unc. in conversion to p-A limited by CMS p-Pb measurement

Multiplicity  (Ethr = 1015 eV)
- no p-A data, limited rapidity coverage

Elasticity  (Ethr = 1014 eV)
- difficult at accelerators, limits from nuclear  emulsion chambers 
- recent LHCf neutron elasticity measurement?
- range of modifications limited by internal consistency
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Auger: combined fits of full distributions of Xmax and ground signals 
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Figure 2: Two-dimensional distributions of 𝑆(1000)Ref and 𝑋Ref
max for data of the Pierre Auger Observatory

measured in the energy range 1018.5 − 1019.0 eV in five zenith-angle bins.

The correlation between 𝑋max and 𝑆(1000), governed by the general properties of air showers
and thus weakly dependent on characteristics of particular HI models [10], is implicitly accounted
for in the fits helping to reduce the degeneracy between the mass composition and the scale of
simulated 𝑋max. In the absence of differences other than the main ones between HI models
and data in Δ𝑋max, 𝑅Had(𝜃min) and 𝑅Had(𝜃max), the fit would result in totally model-independent
inferences on the mass composition. Clearly, this is not the case, and there are remaining higher-
order differences not taken into account in the current method, such as differences between HI
models in the widths of 𝑋max distributions, separations in 𝑋max between the primary species, and
mass dependencies of 𝑅Had(𝜃min) and 𝑅Had(𝜃max) etc.

3. Data and simulations

We use the events detected at the same time by SD and FD of the Pierre Auger Observatory
during the period 1/1/2004 – 31/12/2018. The range of the FD energies is 1018.5 − 1019.0 eV (mean
energy ∼ 1018.7 eV), with the lower limit corresponding to the 100% efficiency of the SD for zenith
angles below 60 degrees. The FD selection is the same as used for the 𝑋max analysis [11, 12] and
the SD selection follows that of the SD energy-spectrum analysis [9]. In total, 2297 high-quality
events were selected for the analysis (see Fig. 2).

The simulated air showers were produced using Corsika 7.7400 [13] and the detector simula-
tions and event reconstructions were performed with the Auger Offline software [14]. Four primary
particles (p, He, O, Fe) and three HI models: Epos-lhc [15], Qgsjet II-04 [16] and Sibyll 2.3d
[17] were used.

4. Results

The examples of description of projected 𝑆Ref (1000) distributions at two extreme 𝜃-bins and
of the projected 𝑋Ref

max distribution are shown in Fig. 3c together with the 𝜃 evolution of the Gideon-
Hollister correlation coefficient (𝑟G) [18] of the [𝑋max, 𝑆(1000)] distributions. The lowest negative
logarithm of the likelihood ratio (L) was found to be ∼480 (𝑝-value  2.6%) for Epos-lhc, ∼507
(𝑝-value  3.6%) for Qgsjet II-04, and ∼478 (𝑝-value  18%) for Sibyll 2.3d. To illustrate the
improvement of the data description introducing the adjustment of the simulated 𝑋max, we show the
same comparison in Fig. 3b for Δ𝑋max = 0 g/cm2. The data description without any adjustment to
MC predictions is shown in Fig. 3a with mass composition obtained from the 𝑋max fit.
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at low zenith angles of the showers (∼ 28◦). For high zenith angles (∼ 55◦), the hadronic signal at
ground should be increased by 16 ± 2 +13

−11% for Epos-lhc, by 17 ± 2 + 9
−12% for Qgsjet II-04, and by

14 ± 1 +15
−10% for Sibyll 2.3d.

4.1 Systematic uncertainties

There are four dominant sources of systematic uncertainties influencing the results. Three of
them are 1𝜎sys experimental uncertainties on the energy scale ±14% [9], 𝑋max

+8
−9 g/cm2 [11] and

𝑆(1000) ±5% [2]. The fourth source of systematic uncertainty is related to the biases of the method
itself, as estimated from MC-MC studies (+2

−4 g/cm2 for Δ𝑋max, +1
−3% for 𝑅Had(𝜃min), and ±1% for

𝑅Had(𝜃max)). All four uncertainties are summed in quadrature, and the total systematic uncertainties
are shown by gray bands in Figs. 4 and 5.
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at low zenith angles of the showers (∼ 28◦). For high zenith angles (∼ 55◦), the hadronic signal at
ground should be increased by 16 ± 2 +13

−11% for Epos-lhc, by 17 ± 2 + 9
−12% for Qgsjet II-04, and by

14 ± 1 +15
−10% for Sibyll 2.3d.

4.1 Systematic uncertainties

There are four dominant sources of systematic uncertainties influencing the results. Three of
them are 1𝜎sys experimental uncertainties on the energy scale ±14% [9], 𝑋max

+8
−9 g/cm2 [11] and

𝑆(1000) ±5% [2]. The fourth source of systematic uncertainty is related to the biases of the method
itself, as estimated from MC-MC studies (+2

−4 g/cm2 for Δ𝑋max, +1
−3% for 𝑅Had(𝜃min), and ±1% for

𝑅Had(𝜃max)). All four uncertainties are summed in quadrature, and the total systematic uncertainties
are shown by gray bands in Figs. 4 and 5.
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2D distributions of ground signal 
S(1000) and Xmax for hybrid events 
with E between 1018.5–1019 eV  are 
fit with freedom in mass composition 
and changes in muon signal and 
depth of shower maximum.

Both Rhad and ΔXmax needed to 
account for data
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Muons at 1000 m at fixed DX
- remove effects of shifting Xmax on Sμ by fitting a dependence 
on DX 
- only a combination of extreme modifications works
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Xmax fluctuations
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Figure 1: The first (left)
and second (right) moments
of 𝑋max distributions mea-
sured with the FD [8], the
SD [9], AERA [10], and
HEAT [7] during Phase-I.
Note: the systematic uncer-
tainties on 𝑋max for the SD
and FD are correlated.

Of the available techniques, the measurement of 𝑋max using hybrid events delivers the highest
resolution and lowest model dependence. However, it is also limited by the low uptime of the
FD, 𝑋max dependent aperture, and the need to correct for atmospheric conditions. As a result of
this, hybrid measurements struggle with low statistics and relatively high systematics, limiting their
power at energies above 1019.5 eV, an energy range critical to identifying astrophysical sources [11].
Statistics can be improved by deducing UHECR composition from SD data. However, unlike the
FD, the SD can not directly observe the development of showers. Instead, SDmethods must analyze
the timing structure and distribution of particles arriving at the ground to extract signatures related
to shower development and primary particle type. For example, a data-driven method used the
mean risetime of signals from SD stations in an event (Δ) as it is related to the proximity of the
shower maximum to the ground. By evaluating how the mean value of Δ evolved with energy,
the mass trends seen in the Hybrid data were confirmed and extended to 100 EeV [12]. The most
recent SD-only composition analysis applies machine-learning algorithms to theWCD signal traces
collected to simultaneously leverage all SD information to estimate shower 𝑋max directly, delivering
a strong improvement over earlier techniques [9, 13]).

The direct measurement of 𝑋max, when combined with predictions from hadronic interaction
models, allows for the straightforward calculation of the first two moments of the log of the mass
of the primary particles (ln 𝐴) making up the UHECR beam. An overview of the moments of
ln 𝐴 is shown in Fig. 2, which likewise shows impressive agreement between FD and SD-derived
measurements. The plot of first moments (ln 𝐴) describes the energy evolution of the mean
mass of primary cosmic rays and clearly shows the beam first becoming lighter before turning
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Of the available techniques, the measurement of 𝑋max using hybrid events delivers the highest
resolution and lowest model dependence. However, it is also limited by the low uptime of the
FD, 𝑋max dependent aperture, and the need to correct for atmospheric conditions. As a result of
this, hybrid measurements struggle with low statistics and relatively high systematics, limiting their
power at energies above 1019.5 eV, an energy range critical to identifying astrophysical sources [11].
Statistics can be improved by deducing UHECR composition from SD data. However, unlike the
FD, the SD can not directly observe the development of showers. Instead, SDmethods must analyze
the timing structure and distribution of particles arriving at the ground to extract signatures related
to shower development and primary particle type. For example, a data-driven method used the
mean risetime of signals from SD stations in an event (Δ) as it is related to the proximity of the
shower maximum to the ground. By evaluating how the mean value of Δ evolved with energy,
the mass trends seen in the Hybrid data were confirmed and extended to 100 EeV [12]. The most
recent SD-only composition analysis applies machine-learning algorithms to theWCD signal traces
collected to simultaneously leverage all SD information to estimate shower 𝑋max directly, delivering
a strong improvement over earlier techniques [9, 13]).

The direct measurement of 𝑋max, when combined with predictions from hadronic interaction
models, allows for the straightforward calculation of the first two moments of the log of the mass
of the primary particles (ln 𝐴) making up the UHECR beam. An overview of the moments of
ln 𝐴 is shown in Fig. 2, which likewise shows impressive agreement between FD and SD-derived
measurements. The plot of first moments (ln 𝐴) describes the energy evolution of the mean
mass of primary cosmic rays and clearly shows the beam first becoming lighter before turning
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Ground particles:  relative muon number fluctuations at 1000 meters

- not correlated with absolute changes in muon number, sensitive to high elasticity changes

- Auger sees muon fluctuations consistent with models

proton 38 deg

The measured relative fluctuations as a function of the
energy are shown in Fig. 2. We note that the measurement
falls within the range that is expected from current hadronic
interaction models for pure proton and pure iron primaries
[28–36]. To estimate the effect of a mixed composition, we
take the fractions of the four mass components (proton,
helium, nitrogen, and iron) derived from the Xmax mea-
surements [8,37,38] and, using the simulations of the pure
primaries, calculate the corresponding fluctuations in the
number of muons. The gray band in Fig. 2 encompasses
the predicted σ=hRμi of the three interaction models
QGSJET II-04, EPOS-LHC, and Sibyll 2.3d given the
inferred composition mix for each [17].

In Fig. 3, the effects of different composition scenarios
on both the fluctuations and the average number of muons
can be shown by drawing, at a fixed primary energy of
1019 eV, the relative fluctuations σ=hRμi against the
average number of muons hRμi. Given any one of the
interaction models, any particular mixture of the four
components p, He, N, and Fe falls somewhere within
one of the areas enclosed by the corresponding colored
lines. The points of pure composition in this contour are
labeled accordingly. For each model, the expected values
for σ=hRμi and hRμi given the composition mixture
obtained from the Xmax measurements [8] is indicated
within each contour by the correspondingly colored star
marker. The shaded areas surrounding the star markers

indicate the statistical and systematic uncertainties inher-
ited from the Xmax measurements [39]. Finally, our meas-
urement with statistical and systematic uncertainty is
shown by the black marker.

Within the uncertainty, none of the predictions from the
interaction models and the Xmax composition (star markers)
are consistent with our measurement. The predictions from
the interaction models QGSJET II-04, EPOS-LHC, and
Sibyll 2.3d can be reconciled with our measurement by an
increase in the average number of muons of 43%, 35%, and
26%, respectively. For the fluctuations, no rescaling is
necessary for any model.

Taken together, the average value and fluctuations of the
muon flux constrain the way hadronic interaction models
should be changed to agree with air shower data. To see
this, we briefly discuss the origin of the fluctuations.

The average number of muons in a proton shower of
energy E has been shown in simulations to scale as
hN�

μi ¼ CEβ, where β ≃ 0.9 [12,13,22,23]. If we assume
all the secondaries from the first interaction produce muons
following the same relation as given for protons above, we
obtain the number of muons in the shower as

Nμ ¼
Xm
j¼1

CEβ
j ¼ hN�

μi
Xm
j¼1

xβj ¼ hN�
μiα1; ð3Þ

where index j runs over m secondary particles which
reinteract hadronically and xj ¼ Ej=E is the fraction of
energy fed to the hadronic shower by each [41]. In this
expression, the fluctuations in Nμ are induced by α1 in the
first generation, which fluctuates because the multiplicitym
and the energies xj of the secondaries fluctuate [13].

We can continue this reasoning for the subsequent
generations to obtain

Nμ

hN�
μi

¼ α1α2 � � � αi � � � αn; ð4Þ

here the subindex i runs over n generations, until the
cascade stops. We note that, for the calculation of α2, in the
second generation, there are m particles contributing.
Assuming the distributions of the α’s for each one are
similar, when adding up the muons produced by each, the
fluctuations produced by one are statistically likely to be
compensated by another. In other words, the α2 distribution
is narrower by a factor ∼1=

ffiffiffiffi
m

p
. The deeper the generation,

the sharper the corresponding αi is expected to be. As a
result, the dominant part of the fluctuations comes from the
first interaction. This has also been observed with simu-
lations. The model can be generalized for primary nuclei
with mass A using the superposition model and fixing the
number of participants to A protons, which reduces the
different contributions to the fluctuations by a factor
∼1=

ffiffiffiffi
A

p
.

FIG. 3. Data (black, with error bars) compared to models for the
fluctuations and the average number of muons for showers with a
primary energy of 1019 eV. Fluctuations are evaluated in the
energy range from 1018.97 to 1019.15 eV. The statistical uncer-
tainty is represented by the error bars. The total systematic
uncertainty is indicated by the square brackets. The expectation
from the interaction models for any mixture of the four compo-
nents p, He, N, Fe is illustrated by the colored contours. The
values preferred by the mixture derived from the Xmax measure-
ments are indicated by the star symbols. The shaded areas show
the regions allowed by the statistical and systematic uncertainties
of the Xmax measurement [39].
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Adding muons and proton/iron separation

Ratio between number of muons for iron and proton tends down when muons are added
- whatever the answer to the muon problem is, it may make primary separation more difficult
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Universality 

Muon signal far more affected than EM (also lateral shape of EM well preserved) 
(notes: no complete 4-component model, arbitrary normalization between muon/EM)
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Sensitivity of muon number to modification as a function of Emin, r

- sum of absolute values of changes of muon density divided by statistical uncertainty (1000 showers)  

- example: proton @ 38 degrees

- large deviations in the most significant point in (Emin,r) space overwhelmingly due to low elasticity bins
 - deep underground measurements highly interesting for particle physics!
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Conclusions

- changing cross-section, elasticity and multiplicity within reasonable limits can have major impact on 
air-shower properties

- the impact can be quite different for quantities depending on 3D geometry as opposed to 1D sums

- the changes of hadronic interactions indicated by the Pierre Auger Observatory are just reachable
 - but only with a combination of modifications!
 - and already in a tension with other measurements

- a wealth of other features can be studied - see POS(ICRC2023)245 (full papers soon)

- even if some modifications are not realistic, we can learn interesting insights


