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Hardware - Users
Desktops
● ~ 50 'front line' desktop/lab pcs + older pcs
● Mixture of SL5 and WinXP (+legacy SL4 boxes)
● Current spec 3GHz Core2 Duo + 4GB ram

Laptops
●  ~50 laptops (Dell, IBM, Apple)
●  Macbook Pros purchased this year (and last)

Printers
● Kyocera & HP group printers
● Smaller Kyocera printers + HP desktop printer/scanners
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Hardware - Batch

Local Batch Farm
● Mixture of SL5 & SL4 Nodes

– SL5: 47 job slots (2.6 GHz Xeon, 2GB/core)
– SL4: 44 job slots (2.5 GHz Opteron, 2GB/core, ex Scotgrid nodes)

● Torque/maui
● Demand for more nodes - adding more ex Scotgrid nodes
● On/off usage pattern

– Large number of long jobs at irregular intervals
– Job suspension and node reservation to allow short jobs a quick turn around
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Hardware - Servers
● 5 1U servers running SL5 with KVM virtualisation

– Each guest running one service
– Web, printing, subversion repo, nis, dns, dhcp, ganglia, pakiti etc

● 2 storage machines
– 48 x 1TB discs, raid 6 ~ 72TB usable storage
– SL5, xfs filesystem
– Exported via NFS and Samba
– More storage early next year

● Windows 2008 terminal and printer server boxes
● Backup – to disc, using dirvish, 6 month history

– User home areas only (20 GB per user)
● Monitoring

– Ganglia, Nagios, Pakitik, Nfsen, cacti
● Test AFS Cell Running

– Next storage machines will run AFS, no more NFS
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Networking

● PPE group networking kit separate from Scotgrid and rest of building
– 194.36.1.0/24 subnet
– Plus internal private subnet

● Firebridge between PPE network/outside
– Monitor traffic with softflowd and nfsen

● Monitor internal traffic with cacti
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Issues
Power cuts
● Several power cuts over last year in Kelvin building

– Some lasting a few minutes some longer
– Inadvertent tests of the UPS kit and logic
– Two day shutdown in August to fix the power

● Lessons learnt
– Not working on the power to a building is not the same as not working on the 

power infrastructure inside a building
– Test shutdown logic - have the UPS the switch/router is on go down last – 

otherwise shutdown messages don't get through
– UPSes protect servers – some departmental servers not on UPSes got damaged, 

PPE only lost one desktop 

Email Move
● Department in middle of email move from departmental server to central IT 

services Exchange server
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Todo List
Storage
● More needed next year
● AFS transition

Batch
● More SL5 batch nodes

Windows 7
● Transition from WinXP to Win7
● Automated install?
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