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What we talk about when we talk about QML



Why QML?



The NISQ era



Variational QML



Why QML (again)?



Advantage in practice?



Backpropagation



Barren plateaus



Defining new architectures



Simulability



Datasets



The Quantum Fourier Transform (again)



Libraries



Other paradigms



Quantum Computing Education



Quantum Computing Education



Reinforcement Learning



A (toy) problem in particle accelerator control



Approximation with a neural network



Approximation with a Quantum Boltzmann Machine



Results with and without experience replay



QBM vs neural networks



Another problem



Actor-critic architecture



Results



More details in...



Thank you for your attention!



QBM free energy

• The system’s energy states are described by the
Hamiltonian of the transverse-field Ising model
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• The negative free energy F (v) of the clamped QBM is
used to approximate the Q-function

Q(v) ≈ −F (v)

= −⟨H(v)⟩ − 1
β
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with ρv = e−βH(v)
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QBM free energy (2)

• Effective Hamiltonian given by
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• Negative free energy F (v) given by

Q(v) ≈ −F (v)

= −⟨Heff(v)⟩ − 1
β

∑
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Results with Q-net

• Stable-baselines3 implementation
• Near-optimal behaviour after 300+ training interactions

with environment
• Without experience replay: need roughly 104 interactions



Results with QBMs

• SQA and QBM with experience replay: 100 - 120 training
interactions sufficient

• Relatively high variability depending on random seed and
the states visited

• After hyperparameter tuning (SQA), train on D-Wave
2000Q annealer

• As for SQA: 120 training interactions sufficient
• Save trained QBM weights and evaluate agent with SQA


