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Overview
● November 17-22 ・ Atlanta, GA
● Over 18.000 attendees and 494 

exhibitors
● 90 research papers from 18 

countries, 44 workshops, 36 
tutorials, 89 birds of feathers, 77 
research posters, and 16 
doctoral showcase posters
○ 5 Contributions on Julia: 1 BoF, 2 

workshop papers, 1 poster,
1 tutorial
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Overview
● Themes

○ Algorithms
○ Applications
○ Architectures and networks
○ Clouds and distributed 

computing
○ Data analytics, visualization, 

and storage
○ Machine learning and HPC
○ Performance 
○ Programming systems
○ System software
○ State of the practice in 

large-scale deployment and 
integration

○ Education and inclusivity
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My Contributions
● Presenter in tutorial on “Hands-On HPC and AI Application 

Development Using C++ and SYCL”
● Panel member in Birds of a Feather session on “Khronos SYCL: 

Heterogeneous Programming with Open Standards”
○ Presented the use cases of SYCL in ATLAS, CMS, and ROOT
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CERN Easter Eggs
Paper

● Reshaping High-Energy Physics Applications for Near-Interactive Execution 
Using TaskVine
○ Author Barry Sly-Delgado, Ben Tovar, Jin Zhou, and Douglas Thain – University of 

Notre Dame

Poster

● Predicting Dataset Popularity for Improved Distributed Content Caching in 
High Energy Physics
○ Author Malavikha Sudarshan – University of California, Berkeley
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https://www.computer.org/csdl/proceedings-article/sc/2024/529100a975/21HUW9cJ5xS
https://www.computer.org/csdl/proceedings-article/sc/2024/529100a975/21HUW9cJ5xS
https://sdm.lbl.gov/oapapers/sc24-src-poster-sudarshan.pdf
https://sdm.lbl.gov/oapapers/sc24-src-poster-sudarshan.pdf


CERN Easter Eggs
Workshops

● Optimising Science Workflows with On-Demand Machine Learning Inference 
on Perlmutter Supercomputer
○ Workshop Fourth Combined Workshop on Interactive and Urgent HPC
○ Author Andrew Naylor – NERSC

● AI Surrogate Model for Distributed Computing Workloads
○ Workshop AI4S: 5th Workshop on Artificial Intelligence and Machine Learning for 

Scientific Applications
○ Authors David K. Park, Yihui Ren, Ozgur O. Kilic, Sairam Sri Vatsavai, Tasnuva 

Chowdhury, Tadashi Maeno, Paul Nilsson, Shinjae Yoo, Alexei Klimentov, Adolfy Hoisie 
(Brookhaven National Laboratory), Shengyu Feng, Jaehyung Kim, Yiming Yang 
(Carnegie Mellon University), Korchuganova, Joseph Boudreau, Raees A. Khan 
(University of Pittsburgh), Klasky, Norbert Podhorszki, Frédéric Suter (Oak Ridge 
National Laboratory (ORNL), Ingrid Martinez Outschoorn (University of Massachusetts, 
Amherst), Wei Yang (SLAC National Accelerator Laboratory)
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https://drive.google.com/file/d/1IGxt7JodJlk5QhGgi9n-xzg5_TxkGaQp/view
https://drive.google.com/file/d/1IGxt7JodJlk5QhGgi9n-xzg5_TxkGaQp/view
https://conferences.computer.org/scpub/pdfs/SC-W2024-6oZmigAQfgJ1GhPL0yE3pS/555400a079/555400a079.pdf


CERN Easter Eggs
ACM Student Research Competition

● Comparing Cache Utilization Trends for Regional Scientific Caches with 
Transfer Learning Models
○ Author Erica Wang – California Institute of Technology, Lawrence Berkeley National 

Laboratory (LBNL)
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https://sc24.supercomputing.org/proceedings/poster/poster_files/post128s2-file3.pdf
https://sc24.supercomputing.org/proceedings/poster/poster_files/post128s2-file3.pdf


Found at the KEK exhibition booth Mentioned at the NVIDIA booth
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(Personal) Highlights 
Invited talk Mapping Irregular Computations to Accelerator-Based 
Exascale Systems 

● Speaker Katherine Yelick – University of California, Lawrence Berkeley National 
Laboratory (LBNL)

● 10 ways to waste an exascale system 
○ Embrace communication
○ Do not overlap communication and computation
○ Ignore arithmetic innovations
○ Ignore historic parallel algorithm work
○ Ignore/do not look too hard for spatial locality
○ Ignore/do not look too hard for temporal locality
○ Use serial container data structures (STL)
○ Ignore load imbalance
○ (Rigidly) choose between task & data parallelism
○ Let the GPU rule
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https://people.eecs.berkeley.edu/~yelick/talks.html
https://people.eecs.berkeley.edu/~yelick/talks.html


(Personal) Highlights 
Workshop Paper Testing GPU Numerics: Finding Numerical Differences 
Between NVIDIA and AMD GPUs

● Workshop Second International Workshop on HPC Testing and Evaluation of 
Systems, Tools, and Software (HPCTESTS 2024)

● Authors Anwar Hossain Zahid (Iowa State University), Ignacio Laguna 
(Lawrence Livermore National Laboratory (LLNL)), and Wei Le (Iowa State 
University)

● Automatically generated short numerical tests with Varity
● 652,600 experimental runs on NVIDIA V100 and AMD MI-250X
● Used Hipify to convert CUDA programs into HIP
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https://conferences.computer.org/scpub/pdfs/SC-W2024-6oZmigAQfgJ1GhPL0yE3pS/555400a547/555400a547.pdf
https://conferences.computer.org/scpub/pdfs/SC-W2024-6oZmigAQfgJ1GhPL0yE3pS/555400a547/555400a547.pdf
https://github.com/joewuca/varity


(Personal) Highlights 

Significantly more discrepancies with FP32 compared to FP64
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(Personal) Highlights 
Other interesting results:
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(Personal) Highlights

BOF  Top500 Supercomputers - Erich Stromaier (Top500)
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https://www.top500.org/


(Personal) Highlights 

BOF Top500 Supercomputers 
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(Personal) Highlights  

BOF  Top500 Supercomputers
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(Personal) Highlights  

BOF  Top500 Supercomputers
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Conclusion
● Many things happening in parallel
● Some contributions about CERN, but 

not by CERN
● Things that I felt were (unexpectedly) 

mentioned a lot: Grace Hopper GPUs, 
digital twins, LLMs, quantum, Fortran, 
SYCL, ...
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