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• Run 1 = 2011 + 2012		 	 	 	 	 	 	  
• Run 2 = 2015 + 2016 + 2017 + 2018	 	 	  
• Run 3 = 2022 + 2023 + 2024 (+ 2025 + 2026)	  

• 2011:  TeV 

• 2012:  TeV  

• Run 2:  TeV 

• Run 3:  TeV 

•    scales with 
luminosity and with energy 
 
[+ PbPb (+pPb +Pbp) datasets]

→ 3 fb−1

→ 6 fb−1

→ 10 fb−1

s = 7
s = 8
s = 13
s = 13.6

σbb̄ ∼ s ⇒ Nbb̄
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LHCb Datasets

 runs pp

Total 
 B mesons

≈ 1012
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Rare decays: Bs → μ+μ−
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with boundaries 0.0, 0.25, 0.4, 0.5, 0.6, 0.7, and 1.0;
candidates having BDT < 0.25 are not included in the fit to
the dimuon mass distribution. The mass distribution of the
B0
ðsÞ → μþμ− candidates with BDT > 0.5 is shown

in Fig. 1.
The BDT distributions of B0

ðsÞ → μþμ− decays are
calibrated using simulated samples which have been
reweighted to improve the agreement with the data. The
pT , η, and χ2IP quantities of simulated B0 and B0

s samples are
corrected [41] using data samples of Bþ → J=ψKþ and
B0
s → J=ψϕ decays, respectively. The event occupancy is

also corrected, separately for each BDT region, by compar-
ing the fraction of Bþ → J=ψKþ candidates in four
intervals of the number of tracks in simulated events and
in data. To align the reconstruction with that of the B0

s →
μþμ− signal, the BDT response for the Bþ → J=ψKþ

candidates is evaluated using the information from the
final state muons and the Bþ candidate, with two excep-
tions: the B vertex-fit χ2 is replaced with that of the J=ψ ,
and the muon isolation variables are computed without
considering the final-state kaon. The effect of the trigger
selection on the BDT distribution is estimated using control
channels in data. The resulting B0 → μþμ− and B0

s → μþμ−

BDT variable distributions are found to be compatible with
that of B0 → Kþπ− decays selected in data when corrected
for the different trigger and particle identification selection
and, in the case of B0

s → μþμ−, the different lifetime.

The mass distributions of the B0
s → μþμ− and B0 →

μþμ− signals are described by two-sided Crystal Ball
functions [42] with core Gaussian parameters calibrated
from the mass distributions of B0

s → KþK− and B0 →
Kþπ− data samples, respectively. A mass resolution of
about 22 MeV=c2 is determined by interpolating the
measured resolutions of charmonium and bottomonium
resonances decaying into two muons. The radiative tails are
obtained from simulation [43]. Small differences in the
resolution and tail parameters of the mass shape for the
different BDT regions are taken into account. The mass
distribution of the B0

s → μþμ−γ decays is described with a
threshold function modeled on simulated events that were
generated using the theoretical predictions of Refs. [14,15],
convoluted with the experimental resolution.
The signal branching fractions are determined using the

relation

BðB0
ðsÞ → μþμ−Þ ¼ Bnormϵnormfnorm

NnormϵsigfdðsÞ
NB0

ðsÞ→μþμ−

≡ αnormB0
ðsÞ→μþμ−NB0

ðsÞ→μþμ− ;

where NB0
ðsÞ→μþμ− is the signal yield determined in the mass

fit, Nnorm is the number of selected normalization decays
(Bþ → J=ψKþ or B0 → Kþπ−), Bnorm the corresponding
branching fraction [44], and ϵsig (ϵnorm) is the total
efficiency for the signal (normalization) channel. For each
signal mode, the two single event sensitivities, αnormB0

ðsÞ→μþμ− ,

are then averaged in a combined αB0
ðsÞ→μþμ− taking the

correlations into account. The fraction fdðsÞ indicates
the probability for a b quark to fragment into a B0

ðsÞ meson.
The value of fs=fd has been measured by LHCb to be
0.254% 0.008 in pp collision data at

ffiffiffi
s

p
¼ 13 TeV, while

the average value in Run 1 is lower by a factor of 1.064%
0.007 [45]. The fragmentation probabilities for the B0 and
Bþ are assumed to be equal, hence fnorm ¼ fd for both
normalization modes.
The acceptance, reconstruction, and selection efficiencies

are computed with samples of simulated events generated
with the decay-time distribution predicted by the SM. The
tracking and particle identification efficiencies are deter-
mined using control channels in data [46,47]. The trigger
efficiencies are evaluated with control channels in data [48].
The yields of selected Bþ → J=ψKþ and B0 → Kþπ−

decays are ð4733% 3Þ × 103 and ð94% 1Þ × 103, res-
pectively. The normalization factors measured with the
two channels are consistent and their weighted averages,
taking correlations into account, are αB0

s→μþμ− ¼ ð3.51%
0.13Þ × 10−11, αB0→μþμ− ¼ ð9.20% 0.17Þ × 10−12, and
αB0

s→μþμ−γ ¼ ð4.57% 0.17Þ × 10−11. Assuming SM predic-
tions for the branching fractions, the analyzed data sample
is expected to contain an average of 104% 6 B0

s → μþμ−,
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FIG. 1. Mass distribution of the selected B0
ðsÞ → μþμ− candi-

dates (black dots) with BDT > 0.5. The result of the fit is overlaid
and the different components are detailed: B0

s → μþμ− (red solid
line), B0 → μþμ− (green solid line), B0

s → μþμ−γ (violet solid
line), combinatorial background (blue dashed line), B0

ðsÞ → hþh0−

(magenta dashed line), B0 → π−μþνμ, B0
s → K−μþνμ, Bþ

c →
J=ψμþνμ, and Λ0

b → pμ−ν̄μ (orange dashed line), and B0ðþÞ →
π0ðþÞμþμ− (cyan dashed line). The solid bands around the signal
shapes represent the variation of the branching fractions by their
total uncertainty.
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dates (black dots) with BDT > 0.5. The result of the fit is overlaid
and the different components are detailed: B0

s → μþμ− (red solid
line), B0 → μþμ− (green solid line), B0
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π0ðþÞμþμ− (cyan dashed line). The solid bands around the signal
shapes represent the variation of the branching fractions by their
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11! 1 B0 → μþμ−, and about 2 B0
s → μþμ−γ decays in the

BDT > 0.25 range and in the mass range ½4900;
6000$ MeV=c2.
The combinatorial background is distributed exponen-

tially over the whole mass range. In addition, the B0 and B0
s

signal regions and the low-mass sideband are populated by
background from specific b-hadron decays divided into two
categories: those with the misidentification of at least one
hadron as a muon and those where two real muons are
present and the decay is partially reconstructed. The first
category includes B0

ðsÞ → hþh0−, B0 → π−μþνμ, B0
s →

K−μþνμ, and Λ0
b → pμ−ν̄μ decays, of which branching

fractions are taken from Refs. [44,49,50]. The mass and
BDT distributions of these decays are determined from
simulated samples after calibrating the K → μ, π → μ, and
p → μ momentum-dependent misidentification probabil-
ities using control channels in data. An independent
estimate of the B0

ðsÞ → hþh0− background yield is obtained

by extracting the yields of misidentified B0
ðsÞ → hþh0−

decays from the mass spectrum of πþμ− or Kþμ− combi-
nations in data, and rescaling the observed yields according
to the misidentification probabilities. The difference with
respect to the result from the first method is assigned as
a systematic uncertainty. The second category of back-
ground in the low-mass sideband includes the decays
Bþ
c → J=ψμþνμ, with J=ψ → μþμ−, and B0ðþÞ →

π0ðþÞμþμ−, which have at least two muons in the final
state. The rate of Bþ

c → J=ψμþνμ decays is evaluated from
Refs. [51,52] and those of B0ðþÞ → π0ðþÞμþμ− decays from
Refs. [53,54]. The expected yields of the background
contributions originating from specific processes are esti-
mated by normalizing to the Bþ → J=ψKþ decay, except
for the B0

ðsÞ → hþh0− decays, which are normalized to

the B0 → Kþπ− channel. Their expected yields with
BDT > 0.25 in the full mass range are 37! 2
B0
ðsÞ→hþh0−, 161!6 B0→π−μþνμ, 31!3 B0

s→K−μþνμ,

53! 4 B0ðþÞ → π0ðþÞμþμ−, 7! 3Λ0
b → pμ−ν̄μ, and 28! 1

Bþ
c → J=ψμþνμ decays.
The B0

s → μþμ−, B0 → μþμ−, and B0
s → μþμ−γ branch-

ing fractions are determined with a simultaneous unbinned
maximum-likelihood fit [55] to the dimuon mass distribu-
tion in the BDT regions of the Run 1 and Run 2 data sets,
with BDT > 0.25. The fractions of B0

ðsÞ → μþμ− yield in
each BDT region and the parameters of the Crystal Ball
functions [42] describing the shapes of the mass distribu-
tion are Gaussian constrained according to their expected
values and uncertainties. The combinatorial background in
each BDT region is described by an exponential function
with the yield and slope allowed to vary freely, but the slope
parameter is common to all regions within a given data set.
Each other background is included as a separate component
in the fit. Their yields as well as the fractions in each BDT

region are Gaussian-constrained according to their
expected values, while their mass shapes are determined
from simulation and fixed in the fit, separately in each BDT
region. Figure 1 shows the fit results projected on the
dimuon mass distribution for BDT > 0.5.
The branching fractions of the B0

s → μþμ−, B0 → μþμ−,
and B0

s → μþμ−γ decays obtained from the fit are

BðB0
s → μþμ−Þ ¼ ð3.09þ0.46þ0.15

−0.43−0.11 Þ × 10−9;

BðB0 → μþμ−Þ ¼ ð1.2þ0.8
−0.7 ! 0.1Þ × 10−10;

BðB0
s → μþμ−γÞ ¼ ð−2.5! 1.4! 0.8Þ × 10−9

with mμμ > 4.9 GeV=c2:

The statistical uncertainty is obtained by rerunning the fit
with all nuisance parameters fixed to the values found in the
default fit. The systematic uncertainties of BðB0

s → μþμ−Þ
and BðB0 → μþμ−Þ are dominated by the uncertainty on
fs=fd (3%) and the knowledge of the background from
specific processes (9%), respectively. The correlation
between the B0 → μþμ− and B0

s → μþμ− branching
fractions is −11% while that between the B0

s → μþμ−γ
and B0 → μþμ− (B0

s → μþμ−) branching fractions is
−25% (9%).
Two-dimensional profile likelihoods are evaluated by

taking the ratio of the likelihood value of a fit where the
parameters of interest are fixed and the likelihood value of
the standard fit. They are shown in Fig. 2 for the possible
combinations of two branching fractions.
An excess of B0

s → μþμ− decays with respect to the
expectation from background is observed with a signifi-
cance of about ten standard deviations (σ), while the
significance of the B0 → μþμ− signal is 1.7σ, as deter-
mined using Wilks’ theorem [56] from the difference in
likelihood between fits with and without the specific signal
component. The negative fluctuation of the B0

s → μþμ−γ
signal has a 1.6σ significance.
Since the B0 → μþμ− and B0

s → μþμ−γ signals are not
significant, an upper limit on each branching fraction is set
using the CLs method [57] with a profile likelihood ratio as
a one-sided test statistic [58]. The likelihoods are computed
with the nuisance parameters Gaussian-constrained to their
fit values. The test statistic is then evaluated on an ensemble
of pseudoexperiments where the nuisance parameters are
floated according to their uncertainties. The resulting upper
limit on BðB0 → μþμ−Þ is 2.6 × 10−10 at 95% C.L.,
obtained without constraining the B0

s → μþμ−γ yield.
Similarly, the upper limit on BðB0

s → μþμ−γÞ with mμμ >
4.9 GeV=c2 is evaluated to be 2.0 × 10−9 at 95% C.L.
Fixing the B0

s → μþμ−γ signal to zero, the B0
s → μþμ−

branching fraction increases by about 2% and the upper
limit on BðB0 → μþμ−Þ decreases by about 10%.
The selection efficiency of B0

s → μþμ− decays depends
on the lifetime, introducing a model dependence in the
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measured time-integrated branching fraction. In the fit the
SM value for τμþμ−, 1.620" 0.007 ps [44], is assumed,
corresponding to Aμμ

ΔΓs
¼ 1. The model dependence is

evaluated by repeating the fit under the assumptions Aμμ
ΔΓs

¼
0 and −1, finding an increase of the branching fraction with
respect to the SM hypothesis of 4.7% and 10.9%, respec-
tively. The dependence is approximately linear in the
physically allowed Aμμ

ΔΓs
range. A similar dependence is

present for the B0
s → μþμ−γ decay with a negligible impact

on the branching fraction limit.
The criteria used to select data for the B0

s → μþμ−

lifetime measurement differ slightly from those used in
the branching fraction measurement. As shown in Fig. 1,
the contribution from the misidentified background is
negligible under the peak, and therefore a narrower dimuon
mass range of ½5320; 6000% MeV=c2 is selected, while
particle-identification requirements are relaxed slightly
due to the lower expected contamination from the mis-
identified background in the B0

s → μþμ− signal region,
with a corresponding increase in signal efficiency. Finally,
candidate B0

s → μþμ− decays are required to fall into two
trigger categories: the trigger requirements must be sat-
isfied entirely either by the B0

s → μþμ− candidates them-
selves, or by objects from the pp collision that do not form
part of the B0

s → μþμ− candidate. These more restrictive
trigger requirements are imposed in order to improve the
modeling of the decay-time dependence of the trigger
efficiency in simulation.
In order to determine the B0

s → μþμ− effective lifetime
the data are divided into two BDT regions [0.35, 0.55] and
[0.55, 1.00], with boundaries optimized to achieve the best
precision. Fits are performed to the dimuon mass distri-
bution in each BDT region in order to extract background-
subtracted decay time distributions using the sPlot
technique [59]. The mass fits used in the background
subtraction include B0

s → μþμ− and combinatorial back-
ground components, where the signal is modeled with the
same function as in the branching fraction analysis and the
background with exponential functions, with freely floating
slope parameters in each BDT region. The correlation
between the reconstructed mass and the reconstructed
decay time of the selected candidates is consistent with
zero in both data and simulation, as required by the sPlot
technique.
A simultaneous fit is then performed to the two back-

ground-subtracted decay-time distributions, where each
distribution is modeled by a single exponential multiplied
by an acceptance function that models the decay time
dependence of the reconstruction and selection efficiency.
The acceptance functions are determined in each BDT
region by fitting parametric functions to the efficiency
distributions of simulated B0

s → μþμ− decays that have
been weighted in order to improve the agreement with the
data. The correction for the acceptance is validated by
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FIG. 2. Two-dimensional profile likelihood of the branching
fractions for the decays (top) B0

s → μþμ− and B0 → μþμ−,
(center) B0 → μþμ− and B0

s → μþμ−γ and (bottom) B0
s →

μþμ− and B0
s → μþμ−γ. The B0

s → μþμ−γ branching frac-
tion is limited to the range mμμ > 4.9 GeV=c2. The measured
central values of the branching fractions are indicated with a
blue dot. The profile likelihood contours for 68% C.L., 95% C.L.,
and 99% C.L. regions of the result are shown as blue conto-
urs, while in the top plot the brown contours indicate the pre-
vious measurement [10] and the red cross shows the SM
prediction.
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measuring the lifetimes of B0 → Kþπ− and B0
s → KþK−

decays in data. The resulting values are 1.510" 0.015 ps
and 1.435" 0.026 ps, respectively, where uncertainties are
statistical only. These are consistent with the world aver-
ages [44]. The statistical uncertainty on the measured B0

s →
KþK− lifetime is taken as the systematic uncertainty
associated with the use of simulated events to determine
the B0

s → μþμ− acceptance function.
A number of sources of systematic bias are evaluated

using a large number of simulated pseudoexperiments. The
fit procedure is found to produce an unbiased estimate of
the lifetime with uncertainties that provide the correct
coverage. The effect of the contamination from B0 →
μþμ−, B → hþh0−, and semileptonic b-hadron decays in
the mass fit is found to introduce a small bias of up to
0.012 ps. The effect of the acceptance on the relative
admixture of light and heavy mass eigenstates in the decay-
time distribution is found to be negligible. Likewise, the
uncertainty in the decay-time distribution of the combina-
torial background, the production asymmetry between B0

s
and B̄0

s mesons, and the mismodeling of the acceptance
function in simulation is found to have a small effect on the
final result. Together, these sources result in a systematic
uncertainty of 0.031 ps, which is dominated by the
uncertainty on the measured B0

s → KþK− lifetime.
The mass distributions of the selected B0

s → μþμ−

candidates are shown in Fig. 3 (top) for the two BDT
regions. Figure 3 (bottom) shows the corresponding back-
ground-subtracted B0

s → μþμ− decay-time distribution

with the fit function superimposed [55]. The effective
lifetime is found to be 2.07" 0.29" 0.03 ps, where the
first uncertainty is statistical and the second systematic.
This value lies outside the range between the lifetimes of
the light (AΔΓ ¼ −1) and heavy (AΔΓ ¼ þ1) mass eigen-
states, which are τL ¼ 1.423" 0.005 ps and τH ¼ 1.620"
0.007 ps [44], but is consistent with these values at 2.2 and
1.5 standard deviations, respectively.
In summary, a new measurement of the rare decay B0

s →
μþμ− and a search for B0 → μþμ− and B0

s → μþμ−γ decays
has been performed using the full dataset collected by the
LHCb experiment during Run 1 and Run 2, corresponding
to a total integrated luminosity of 9 fb−1. The time-
integrated branching fraction of B0

s → μþμ− is measured
to be ð3.09þ0.46þ0.15

−0.43−0.11 Þ × 10−9. The B0
s → μþμ− effective

lifetime is 2.07" 0.29" 0.03 ps. No evidence for B0 →
μþμ− or B0

s → μþμ−γ signals is found, and the upper limits
BðB0 → μþμ−Þ < 2.6 × 10−10 and BðB0

s → μþμ−γÞ <
2.0 × 10−9 at 95% C.L. are set, where the latter is limited
to the range mμμ > 4.9 GeV=c2. The results are in agree-
ment with the SM predictions and can be used to further
constrain possible new physics contributions to these
observables.
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FIG. 3. Top: dimuon mass distributions with the fit models used to perform the background subtraction superimposed. Bottom: the
background-subtracted decay-time distributions with the fit model used to determine the B0

s → μþμ− effective lifetime superimposed.
The distributions in the low and high BDT regions are shown in the left and right columns, respectively.
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Table 1: Measurements used in the combination. Those that are new or have changed since
the previous combination [14] are highlighted in bold. LHCb Run 1 took place from 2011 to
2012, collecting proton-proton collision data at centre-of-mass energies,

p
s, of 7 and 8TeV,

corresponding to an integrated luminosity of 1 and 2 fb�1, respectively. LHCb Run 2 took
place from 2015 to 2018 at

p
s = 13TeV, corresponding to an integrated luminosity of 6 fb�1.

In the table, “PR” refers to measurements where the � or ⇡0 from D⇤ ! �/⇡0D decays is
not reconstructed, and “FR” refers to measurements where a D⇤ ! �/⇡0D candidate is fully
reconstructed. Where multiple references are cited, measured values are taken from the most
recent results, which include information from the others.

B decay D decay Ref. Dataset Status since

Ref. [14]

B± ! Dh± D ! h±h0⌥ [35] Run 1&2 As before

B± ! Dh± D ! h+h�⇡+⇡� [19] Run 1&2 New

B± ! Dh± D ! K±⇡⌥⇡+⇡� [36] Run 1&2 As before

B± ! Dh± D ! h±h0⌥⇡0 [37] Run 1&2 As before

B± ! Dh± D ! K0
Sh

+h� [38] Run 1&2 As before

B± ! Dh± D ! K0
SK

±⇡⌥ [39] Run 1&2 As before

B± ! D⇤h± D ! h±h0⌥ (PR) [35] Run 1&2 As before

B± ! D⇤h± D ! K0
Sh

+h� (PR) [20] Run 1&2 New

B± ! D⇤h± D ! K0
Sh

+h� (FR) [21] Run 1&2 New

B± ! DK⇤± D ! h±h0⌥ [22]† Run 1&2 Updated

B± ! DK⇤± D ! h±⇡⌥⇡+⇡� [22]† Run 1&2 Updated

B± ! DK⇤± D ! K0
Sh

+h� [22]† Run 1&2 New

B± ! Dh±⇡+⇡� D ! h±h0⌥ [40] Run 1 As before

B0 ! DK⇤0 D ! h±h0⌥ [23] Run 1&2 Updated

B0 ! DK⇤0 D ! h±⇡⌥⇡+⇡� [23] Run 1&2 Updated

B0 ! DK⇤0 D ! K0
Sh

+h� [24] Run 1&2 Updated

B0 ! D⌥⇡± D+ ! K�⇡+⇡+ [41] Run 1 As before

B0
s ! D⌥

s K± D+
s ! h+h�⇡+ [25, 42]† Run 1&2 Updated

B0
s ! D⌥

s K±⇡+⇡� D+
s ! h+h�⇡+ [43] Run 1&2 As before

D decay Observable(s) Ref. Dataset Status since

Ref. [14]

D0 ! h+h� �ACP [44–46] Run 1&2 As before

D0 ! K+K� ACP (K+K�) [46–48] Run 2 As before

D0 ! h+h� yCP � yK�⇡+

CP [49, 50] Run 1&2 As before

D0 ! h+h� �Y [51–54] Run 1&2 As before

D0 ! K+⇡� (double tag) R±, (x0±)2, y0± [55] Run 1 As before

D0 ! K+⇡� (single tag) RK⇡, AK⇡, c(0)
K⇡, �c(0)

K⇡ [27, 56] Run 1&2 Updated

D0 ! K±⇡⌥⇡+⇡� (x2 + y2)/4 [57] Run 1 As before

D0 ! K0
S⇡

+⇡� x, y [58] Run 1 As before

D0 ! K0
S⇡

+⇡� xCP , yCP , �x, �y [59] Run 1 As before

D0 ! K0
S⇡

+⇡� xCP , yCP , �x, �y [60, 61] Run 2 As before

D0 ! ⇡+⇡�⇡0 �Y e↵ [26] Run 2 New
† Results presented at ICHEP 2024, but not yet publically available.
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Figure 1: One-dimensional profile-likelihood scans of the 1 � CL distribution for the CKM
angle �. In each plot, the total combination, which includes all beauty and charm modes, is
shown in dark blue with a solid line. Top left: inputs split by contributions from B0

s (light blue,
dotted), B0 (dark orange, dot-dashed), and B+ mesons (red, dashed). Top right: inputs split by
contributions from time-dependent modes (light blue, dotted), 2-body D decays (light orange,
single-dot-dashed), D! K0

Sh+h� decays (red, dashed), and other multibody D decays (dark
orange, triple-dot-dashed). Bottom left: inputs split by contributions from B0

s ! D⌥
s K±⇡+⇡�

(purple, fine-dotted), B0
s ! D⌥

s K± (green, double-dot-dashed), B± ! DK⇤± (dark orange,
triple-dot-dashed), B± ! D⇤h± (light orange, single-dot-dashed), B0 ! DK⇤0 (red, dashed),
and B± ! Dh± (light blue, dotted) decays. Bottom right: inputs split by contributions from
time-dependent (light blue, dotted) and time-integrated (dark orange, dot-dashed) measurements.

The phase �K⇡
D is determined to be (191.6+2.5

�2.4)
�, increasing the significance of the deviation

of its value from the limit of U -spin symmetry (�K⇡
D = 180�) [76] compared with the

previous combination [14]. While the breaking of U -spin symmetry is well established
by the measured branching fractions of D0 ! K+⇡� and D0 ! K�⇡+ decays [76], more
precise determinations of the phase �K⇡

D can help clarify the size and nature of the contri-
bution to U -spin breaking from rescattering [77–82] and provide additional information
on nonperturbative strong interactions at the charm-mass scale, which limit the precision
of the predictions of CP violation in charm decays [83–90].

The relative impact of systematic uncertainties on the input observables is studied,
and found to contribute approximately 1.4� to the result for the angle �, demonstrating
that the uncertainties for the combination are still in the regime of statistical dominance.
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Figure 8: Two-dimensional profile-likelihood contours for (left) the CP asymmetries in the decay
of the D0 ! K+K� and D0 ! ⇡+⇡� channels, and (right) the |q/p| and � parameters. All
shown contours employ both the charm and beauty inputs; the red dashed contours correspond
to the baseline results, and the blue solid contours show the result of the combination under the
assumption of no CP violation in doubly Cabibbo-suppressed D0 ! K+⇡� decays. Contours are
drawn out to 3� and contain 68.3%, 95.4% and 99.7% of the distribution. The marks labelled
with “No CPV ” identify the scenario without CP violation.

5 Summary

An updated combination of LHCb measurements constraining the CKM angle � and charm
mixing and CP -violation parameters has been performed. This combination provides
the world’s most precise determination of � from direct measurements to date, finding
� = (64.6 ± 2.8)�. Without any assumptions on CP violation in the charm system, the
charm-mixing and CP -violation parameters are determined to be x = (0.41 ± 0.05)%,
y = (0.621+0.022

�0.021)%, |q/p| = 0.989 ± 0.015 , � = (�2.5 ± 1.2)�, ad
K+⇡� = (�0.60+0.27

�0.26)%,
ad

K+K� = (6+6
�5) ⇥ 10�4 and ad

⇡+⇡� = (22 ± 6) ⇥ 10�4. A comparison of the precision of
the present combination with previous LHCb determinations of the same parameters
is provided in Appendix C. An alternate combination assuming ad

K+⇡� = 0 provides
results consistent with the nominal combination, but with improved precision on charm
CP -violation parameters.
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Consequently, candidates selected by the two triggers are
studied in separate categories.
The selection of B0

s → J=ψð→ μþμ−ÞKþK− candidates,
with KþK− invariant masses in the range ½990;
1050% MeV=c2, follows the same strategy used in the
previous Run 2 measurement [13]. In order to take into
account different data-taking and calibration conditions for
optimal event selection, a gradient-boosted decision tree
(BDT) classifier applied in the selection is trained separately
for each year between 2016 and 2018, with the result for
2016 applied to the 2015 dataset due to its limited size. The
BDT selection improves the signal-to-background ratio by
about a factor of 50. The peaking backgrounds due to pion
and proton misidentification in B0 and Λ0

b decays are
significantly reduced with stringent PID and mass require-
ments. The remaining peaking background from Λ0

b →
J=ψpK− decays is subtracted statistically through the
injection of simulated events into the data with a negative
sum of weights equal to the expected number of 4700 Λ0

b
candidates.
Selected B0

s → J=ψKþK− candidates in the mass range
½5200; 5550% MeV=c2 are subsequently retained for analy-
sis. The data sample is divided into 48 independent sub-
samples, corresponding to six mðKþK−Þ bins with
boundaries at 990, 1008, 1016, 1020, 1024, 1032, and
1050 MeV=c2, two trigger categories, and four years of data
taking. The invariant mass of selected B0

s candidates,
mðJ=ψKþK−Þ, and the per-candidate mass uncertainty
σm are calculated by constraining the J=ψ mass to the
world average [20] and requiring the B0

s candidate momen-
tum to point back to the corresponding primary vertex.
UsingmðJ=ψKþK−Þ as the discriminating variable, a signal
weight is assigned to each candidate with the sPlot method
[29–31], using an extended maximum-likelihood fit, shown
in Fig. 1. The signal shape is described by a double-sided
Crystal Ball (CB) function [32], whose width is parame-
trized as a function of σm, using a second-order polynomial.
This parametrization accounts for the correlation between

mðJ=ψKþK−Þ and the helicity angle cos θμ, which is due to
the dependence of the mðJ=ψKþK−Þ resolution, character-
ized by σm, on the pT of the muons. Since the muon pT
depends on cos θμ, σm is found to represent a good proxy for
cos θμ. The parameters that describe the tail of the CB
function are fixed to those obtained from simulation. The
background from B0 → J=ψKþK− decays is modeled with
the same CB function as the signal, sharing all shape
parameters except for the mean of the distribution. The
difference between the means of the signal and B0 compo-
nents is fixed to its world average [20]. The background due
to random combinations of tracks is modeled with an
exponential function. The peaking background from B0 →
J=ψKþπ− decays is estimated to be negligible. The B0

s →
J=ψKþK− signal yields are 16181& 135, 103319& 342,
105465& 343, and 123870& 476 for the 2015, 2016, 2017,
and 2018 datasets, respectively.
The measurement of ϕs in B0

s → J=ψKþK− decays
requires the CP-even and CP-odd decay-amplitude com-
ponents to be disentangled, depending upon the relative
orbital angular momentum between the J=ψ candidate and
the kaon pair. A weighted simultaneous fit to the distribu-
tions of decay time and decay angles (cos θK; cos θμ;ϕh) in
the helicity basis, as described in Ref. [13], is performed for
the 48 independent subsamples, to determine the physics
parameters. These parameters are ϕs; jλj; Γs − Γd; ΔΓs; the
B0
s mass difference Δms; and the polarization amplitudes

Ak ¼ jAkje−iδk , where the indices k∈ f0; k;⊥; Sg refer to
the different polarization states of the KþK− system. The
sum jAkj2 þ jA0j2 þ jA⊥j2 equals unity, and δ0 is zero, by
convention. The parameter λ is defined as ηkðq=pÞðĀk=AkÞ,
where p ¼ hB0

s jBLi and q ¼ hB̄0
s jBLi describe the relation

between mass and flavor eigenstates and ηk is the CP
eigenvalue of the polarization state k.
The probability density function (PDF) for the signal in

each subsample accounts for the decay-time resolution, the
decay-time and angular efficiencies, and the flavor tagging.
It considers P- and S-wave components of the kaon pair
from ϕð1020Þ and f0ð980Þ decays, while the D-wave
component is neglected [15,33]. The interference of P
and S waves includes an effective coupling factor CSP,
determined in each mðKþK−Þ bin through integration of
the mass line shape interference term. The line shape of the
ϕð1020Þ resonance [15,33] is modeled as a relativistic
Breit-Wigner distribution, while the f0ð980Þ resonance is
modeled as a Flatté amplitude with parameters from
Ref. [34]. The effect of mass resolution is also accounted
for. The computed values of CSP are 0.8458& 0.0018,
0.8673& 0.0004, 0.8127& 0.0012, 0.8558& 0.0010,
0.9359& 0.0004, and 0.9735& 0.0001 from the lowest
to the highest mðKþK−Þ bin. The value of Γd is fixed to its
world average [35]. All physics parameters are left uncon-
strained in the fit and are shared across the subsamples,
except for the S-wave fraction and the phase difference
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FIG. 1. Distribution of mðJ=ψKþK−Þ for the full data sample
and projection of the maximum likelihood fit.
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analysis is performed on the 2015–2016 data subsample,
and the results are consistent with the previous Run 2
measurement [13]. The measurements of ϕs, ΔΓs, and
Γs − Γd are the most precise to date and agree with the
SM expectations [2,42–44]. No CP violation in B0

s →
J=ψKþK− decays is found. The value of Δms agrees with
the world average [20]. The amplitudes of the S-wave
component are determined in the same fit and summarized
in Supplemental Material [45]. Removing the assumption
that the CP-violating parameters jλj and ϕs are the same for
all polarization states shows no evidence for any polariza-
tion dependence, and the corresponding results are sum-
marized in Table II.
The total systematic uncertainties shown in Table I are the

quadrature sum of different contributions, described in the
following and summarized in Supplemental Material [45].
The tagging parameters are constrained in the fit, and,
therefore, their associated systematic uncertainties contrib-
ute to the statistical uncertainty of each physics parameter.
This contribution is 0.0025 rad to ϕs and 0.0015 ps−1 to
Δms and is negligible for all other parameters.
The systematic uncertainties related to the mass fit model

are estimated by changing the calibration model of the per-
candidate mass uncertainty, varying the estimation of
misidentified Λ0

b and mass resolution parameters independ-
ently. The signal weights are recomputed by varying the fit

parameters within their statistical uncertainties. Since the
sPlot method implicitly relies on factorization of the
discriminating variable, mðJ=ψKþK−Þ, and the rest of
the observables, a systematic uncertainty is assigned for the
small correlation between the mðJ=ψKþK−Þ distribution
and the decay time and angles by reevaluating the signal
weights in bins of decay time and angles. The effect of
ignoring the contribution of Bþ

c → B0
sX candidates is

evaluated with pseudoexperiments by adding about 2%
[46–48] of Bþ

c → B0
sð→ J=ψϕÞX simulated candidates,

estimated from the branching fraction and efficiencies.

TABLE II. Measured observables in the polarization-dependent
fit. The uncertainties are statistical only.

Parameters Values

ϕ0
s [rad] −0.034$ 0.023

ϕk
s − ϕ0

s [rad] −0.002$ 0.021

ϕ⊥
s − ϕ0

s [rad] −0.001þ0.020
−0.021

ϕS
s − ϕ0

s [rad] 0.022þ0.027
−0.026

jλ0j 0.969þ0.025
−0.024

jλk=λ0j 0.982þ0.055
−0.052

jλ⊥=λ0j 1.107þ0.082
−0.076

jλS=λ0j 1.121þ0.084
−0.078
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FIG. 2. Decay-time and decay-angle distributions for background-subtracted B0
s → J=ψKþK− decays with the one-dimensional

projections of the PDF at the maximum-likelihood point. The data and fit projections for the different samples considered [data-taking
year, trigger and tagging categories, mðKþK−Þ bins] are combined.
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Measurement relying on the full capabilities of the detector: 
- decay time 
- flavour tagging (identify the flavour of the produced  meson) 
- angular analysis

B

The Bþ
c component causes biases in Γs and ΔΓs at the level

of about 0.0015 ps−1. These are corrected for in the final fit
taking into account the systematic uncertainty on the bias,
while minor differences in other parameters are taken as
systematic uncertainties. The effect of neglecting a possible
D-waveKþK− component is conservatively estimated with
pseudoexperiments that contain twice the size of the
expected D-wave contribution from Ref. [33].
The effect due to imperfect removal of ghost tracks [49]

reconstructed with noisy hits is evaluated according to
simulation and considered among the systematic uncer-
tainties. Around 1.4% of the selected events have multiple
candidates; the effect of such cases is considered in
systematic uncertainties by choosing one candidate ran-
domly and repeating the fit. Systematic uncertainties are
assigned due to the limited size of the PID calibration
samples. Different models of the S-wave line shape based
on the results in Ref. [34] are used to evaluate the CSP
factors and assign systematic uncertainties.
A systematic uncertainty for the translation of the decay-

time resolution calibration from the control sample to
signal is derived using simulation. A minor systematic
uncertainty due to non-Gaussian effects in the decay-time
resolution is assigned. Systematic uncertainties accounting
for the limited sizes of the calibration sample for the decay-
time resolution and the simulated samples for the angular
efficiencies are estimated by varying the calibration param-
eters and efficiencies according to the statistical covariance
matrices. The effect of ignoring the angular resolutions in
the fit is estimated by performing separate fits to the
generated and reconstructed angular variables from simu-
lation, and the differences are taken as systematic uncer-
tainties. The effect of the specific configuration of the
gradient-boosted tree method applied to correct the kin-
ematics of simulation in the time and angular efficiency is
estimated by applying 100 alternative configurations.
The longitudinal scale of the vertex detector has a

relative uncertainty of 0.022% [50,51], and a systematic
uncertainty is assigned by scaling the track parameters with
this uncertainty. The systematic uncertainty associated with
the track momentum scale calibration is estimated by
varying all track momenta by 0.03% [52]. Possible biases
in the fitting procedure and effects of neglecting correla-
tions between the decay-angle and decay-time efficiencies
are studied using pseudoexperiments. The results are found
to be stable when repeating the analysis on subsets of the
data, split by the two LHCb magnet polarities, trigger
conditions, year of data taking, number of reconstructed
primary vertices, bins of B0

s pT , η, or tagging categories.
In conclusion, the CP-violation and decay-width param-

eters in the decay B0
s → J=ψKþK− are measured using the

full Run 2 dataset collected by the LHCb experiment. The
results are ϕs¼−0.039#0.022#0.006 rad, jλj ¼ 1.001#
0.011# 0.005, Γs − Γd ¼ −0.0056þ0.0013

−0.0015 # 0.0014 ps−1,
and ΔΓs ¼ 0.0845# 0.0044# 0.0024 ps−1, superseding

the previous Run 2 LHCb measurement in the same decay
[13]. No evidence for CP violation is found in the B0

s →
J=ψðμþμ−ÞKþK− decay. The results are consistent with
the previous measurements in B0

s → J=ψðμþμ−ÞKþK−

[12,13] and B0
s → J=ψðeþe−ÞKþK− [14] decays and the

combination with which yields ϕs ¼ −0.044# 0.020 rad
and jλj ¼ 0.990# 0.010. A combination of all LHCb ϕs

measurements in B0
s decays via b → cc̄s transitions

[12,14–16,18,19], B0
s → J=ψðμþμ−ÞKþK− above the

ϕð1020Þ resonance, B0
s → Dþ

s Dþ
s , B0

s → J=ψπþπ−, B0
s →

ψð2SÞKþK−, and B0
s → J=ψKþK−, yields ϕs ¼ −0.031#

0.018 rad. The full fit results and correlations are provided
in Supplemental Material [45]. This is the most precise
measurement of the CP-violating phase ϕs to date and is
consistent with SM predictions [2,42].
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•  CP violation in the interference 
between decay and mixing 

•  Sensitive to physics beyond 
the Standard Model
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• Several new hadrons discovered at LHCb 
• Study the nature of these hadrons 

- isospin structure 
- spin-parity 
- ... 

• For example, are these loosely 
bound "molecular" states? 
 
 
 
 
..or tightly bound states?

8

Discovery of new (exotic) hadrons

credit: Patrick Koppenburg

https://www.nikhef.nl/~pkoppenb/particles.html
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• All analyses have a great value! 
- some get more visibility, but this is be no means a judgement of the value of any analysis 
- any contribution is important for the project you work on (LHCb in our case) 

• What you will learn from performing an analysis  experience! 
- experience with tools: tools specific to LHCb; statistics; fitting techniques; etc... 
- experience with failures: failures are useful to understanding what works and what doesn't 
- experience with collaborative work and communication 

- present your work as frequently as possible at working group meetings 

• Enjoy what you are doing 
- we are lucky to work with exceptional data collected with a very unique detector 
- the time of a PhD allows you to explore uncharted territory

→

9

You and your analysis (or any other work!)

Let's look into LHCb-specific aspects of your analysis: 
 EVERYTHING STARTS WITH KNOWING YOUR DETECTOR →
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Know your detector!

10

z

y

⃗B
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• Each analysis will ultimately be applied to the data 
- develop the analysis on real data (control channel, signal sidebands) and/or on simulation 
- corrections need to be applied to the simulation to match the data 

 
 

• Types of corrections 
- PID response  applied to simulation 
- Tracking efficiency corrections 
- Trigger efficiency corrections 

(mostly Level-0 in Run1+2) 
 
 

• Don't forget the systematic uncertainty 
associated with each correction

→

11

Detector performance and corrections
2024 JINST 19 P05065

Figure 110. Track types in the LHCb detector bending plane. Reproduced from [1]. © 2008 IOP Publishing
Ltd and Sissa Medialab. All rights reserved.

Charged particle pattern recognition. Different tracking algorithms exist to reconstruct different
track types, illustrated in figure 110. Tracks which originate in the vertex detector (VELO tracks)
are used to determine the positions of the primary ?? collisions, a process known as primary vertex
finding. The combination of E positions and track trajectories, in turn, allows tracks which originate
from the decays of long-lived particles and are therefore displaced from the E to be precisely identified.
As there is effectively zero magnetic field inside the VELO, these tracks must be extrapolated into the
region covered by the UT (upstream tracks) and SciFi Tracker (long tracks) in order to measure their
momentum. Long tracks have the most precise and most accurate momentum determination and are
used in nearly all LHCb analyses. In addition to the forward algorithm which extrapolates VELO
tracks to the SciFi Tracker, a second redundant reconstruction path (seeding) performs a standalone
reconstruction of track segments in the SciFi Tracker (T tracks) before matching them to VELO tracks
and optionally UT hits. In addition, SciFi Tracker seeds are extrapolated to the UT and used to form
downstream tracks in order to reconstruct particles which originate outside the VELO but before the
UT. Downstream tracks provide the bulk of LHCb statistical power for the study of decays involving
strange hadrons. The track extrapolations used in all of these pattern recognition algorithms are, for
reasons of speed, based on parametric models of trajectories in the LHCb magnetic field. Duplicated
tracks (clones) can be formed when different algorithms reconstruct the same track segment in one of
the subdetectors, for example when a long track and a downstream track share a T-station seed. These
are filtered by removing duplicates within individual pattern recognition algorithms. Following the
Kalman fit, a global clone-killing algorithm uses the fit quality to perform a final arbitration between
overlapping VELO, long, and downstream tracks and removes the remaining duplicates.

The charged pattern recognition algorithms have undergone significant evolution from the Run 1
and Run 2 code in order to make them better able to efficiently use modern multicore CPU architectures.
An example of such optimised algorithms is described in detail in ref. [191], while their performance
is documented in section 13.

– 145 –
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• Develop your analysis within a Working Group (WG) 
- present regularly at WG meetings  receive comments and suggestions 

• Once the analysis is ready, it is reviewed within the WG 
 WG approval 

• Review committee (RC) stage: 
- two LHCb members are assigned to each analysis 
- RC checks and validates the scientific value of the analysis 

• When RC has finalised its review: 
 "Approval to go to paper", organised by PC 

- obtain approval to publish your results 
- first paper draft is available for "circulation" within 2 weeks 

• First and second collaboration wide circulations (CWR) 
- under the responsibility of the Editorial Board (EB) 

• Submit your paper! (LHCb-PAPER-20YY-NNN) 

• The whole review process takes time...

⇒

→

→

12

Analysis development and review process
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• Physics Analysis Working Groups (PAWG): 
- BandQ 
- B2CC/BnoC 
- B2OC 
- Charm 
- IFT 
- QEE 
- RD	 
- SL 

• Projects: 
- RTA 
- DPA 
- Simulation 
- Computing

13

Organisation of physics at LHCb

• Physics Performance Working Groups (PPWG) 
and Task forces: 
- ML & Statistics (MLStat) 
- Amplitude Analysis (AmAn) 
- Flavour Tagging (FT) 
- Luminosity

PPG 
Physics Planning Group 

Physics Coordination

OPG 
Operations Planning Group 

Operations Coordination
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• It is now your turn to produce (physics) results! 
• I wish you to enjoy this opportunity 
• A PhD is not always easy, but never ever doubt about your ability to succeed! 
• Seek help and advice when you need it 
• This Starterkit is a fantastic tool, 

which will be a precious source of information 
 

 Thank you to the organisers!⇒
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Final words
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