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o Motivation: Extreme large data volumes and 
increasingly complex computation workflows 
in many scientific domains

o Goal: Optimal data placement and workload 
scheduling enhancing the resilience, 
throughput, and resource utilization.

Project Goals and Organization



ASCR PM monthly update, September 24, 2024          David Park 3

Current Landscape of Distributed Computing

World Nuclear and Particle Physics Research NetworkCentralized workflow manages jobs and datasets

• Jobs and datasets are distributed and computed across 150 sites in 40 countries on all 

continents but Antarctica
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Four Interacting Components of the Dynamic Model
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Dispatcher (WMS PanDA)

(Break Task into Jobs, assign 

Jobs to sites)

OUTCOME

(reliability, queuing time, error 

rate, data movement)

Dispatcher: e.g. WMS PanDA

breaks task into jobs and assign 

them to compute sites.

Real-time Feedback

OUTCOME: observables of the 

distributed system. We can use these 

observables to define the performance 

and reliability metrics, calibrate 

dynamic models and provide real-time 

feedback to the dispatcher.

Build an interactive dynamic model 

to represent the system and 

evaluate different policies.

Environment: different sites have different 

computing capabilities, storage, data partition, 

network bandwidth, local jobs, and failure rate, etc.  

INPUT

(Surrogate model of INPUT)

Environment

(Sites, storage capacity, 

computing capacity, bandwidth, 

local queues)

INPUT: user and centrally 

managed tasks submitted to 

the distributed system.
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Workload Management System (WMS PanDA) Records
• Preprocessing pipeline (b) and preprocessed data samples (a)

D. Park et al., “AI Surrogate Model for Distributed Computing Workloads”, to appear at sc24 AI4Science 

workshop
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Generative Models for Tabular Data
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SMOTE: Non-DL algorithm working 

based on nearest neighbor.

TVAE: Variational autoencoder as 

backbone

CTABGAN+: best tabular model with 

generative adversarial networks

TabDDPM: Diffusion model backbone

TabDDPM

SMOTE

Baselines: tabular generative models
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Measuring Generative Performances: Results

(1) Per-feature evaluation
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Measuring Generative Performances: Results

(2) Correlations between feature pairs
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Measuring Generative Performances: Results

(3) Minimizing privacy risk: distance to closest record (DCR)
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Four Interacting Components of the Dynamic Model
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Simulating Distributed Computing Environment

13
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Simulating Distributed Computing Environment

• SimGrid is implemented for distributed computing environment.

o Working together: Raees Khan (Pitt), Sairam Sri Vatsavai (BNL), Joseph Boudreau (Pitt), 

Paul Nilsson (BNL), Frederic Suter (ORNL)
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Simulating Distributed Computing Environment

• Work-in-progress

o Working on SimGrid, WRENCH and DCSim in parallel, and comparison studies are 

underway.

o Integration of more realistic statistics for real job records and surrogate models into the 

simulation.

o Discover and address the shortcomings of SimGrid simulation in, but not limited to, 

monitoring, dataset movements, delays of datasets and computing resources, computing 

sizes, initial dataset placement, etc.
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Summary

• Delivered the surrogate model for 150-day WMS PanDA records: publication to appear at 

SC24 AI4Science workshop.

• The surrogate model successfully learns the joint distribution of WMS PanDA table as 

well as the time dynamics.

• Simulation modeling effort for distributed computing environment is underway based on 

three frameworks: SimGrid, WRENCH, and DCSim.

• Reflecting real data inputs from the surrogate model for SimGrid is the next step for 

speeding up event-based simulation.
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