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CERN is founded after the WWII 
CERN is founded by 12 European States on 
September 29, 1954 - 70 years ago

CERN = Conseil Européen pour 
la Recherche Nucléaire
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https://timeline.web.cern.ch/origins
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Today - the world largest laboratory for particle physics 
Yearly budget:  
~ 1400 MCHF

Personnel:
~2660   Staff members
~840     Fellows
~350     Students
~12000 Users

Observers: 
EU, USA, Japan, 
UNESCO
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https://home.cern/about/who-we-are/our-governance/member-states
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The life of the Universe
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Our scientific challenge - understand the “just after” the Big Bang

Big Bang

13.8 billion years

1028 cm
Today

WMAP
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The scale of things (in cm)

To study the laws of physics just after the 
Big Bang – links between particle physics, 
astrophysics and cosmology
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AMS

Hubble

ALMA
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The tools of the field 1. Accelerators:
To accelerate particles up to very 
high energies and make them 
collide

2. Detectors:
Gigantic instruments to record the 
information about the particles 
created in the collisions 
(trajectory, energy, electric 
charge...)

3. Computing:
To record, store, distribute and 
analyze the enormous quantity of 
data accumulated by the 
detectors
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CERN accelerators complex 
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The LHC - the world’s most powerful accelerator
● A 27 km long 

tunnel

● Thousands of 
superconductor 
electromagnets

● An ultra vacuum: 
10x more empty 
than on the Moon

● The coldest place 
in the Universe: 
-271°C
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The largest and most complex detectors
● Cathedrals 

dedicated to 
Science 100m 
underground

● 600 million 
collisions  per 
second recorded 
by hundreds of 
millions of sensors

● Thousands of 
collaborators
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The largest scientific computing grid
● ~1.4M CPU cores and 1.5EB of data on 

170 sites in 42 countries, allowing 12 000 
physicists around the world the power to 
process it the LHC data

● It runs over 2 million tasks per day and, at 
the end of the LHC’s LS2, global transfer 
rates regularly exceeded 260 GB/s.
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https://twiki.cern.ch/twiki/bin/view/LHCONE/LhcOneMaps


LHC schedule
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Pb-Pb collisions



Challenges for ALICE in Run 3

 p-p p-Pb Pb-Pb

From  < 1 kHz single events in Run 2...

...to 50 kHz of continuous readout data in 
(Pb-Pb) Run 3.

Overlapping events in TPC with realistic bunch structure @ 50 kHz Pb-Pb
Timeframe of 2 ms shown (2.8 ms in production)

Tracks of different collisions shown in different colour 

● Completely new detector readout and 
substantial detector upgrades: new ITS, 
MFT, FIT. New GEM for TPC readout.

● Reconstruct TPC data in continuous readout 
in combination with triggered detectors.

● Reconstruct O(100x) more events online.

● Store O(100x) more events (needs factor 36x 
for TPC compression). Cannot store all raw 
data, use GPUs to do compression online.

● WLCG "flat budget" scenario (4x more 
resources over 10 years, for 100x more events). 
Use online GPU farm offline to speedup 
processing.
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ALICE IN RUN 3: THE O2 PROJECT
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FLP

FLP

EPN

FLP
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EPN

≳3.4 TB/s
(~45GB/s in Run 2)

up to 900 GB/s

...

Readout
Synchronous

reconstruction
(data reduction)

CERN IT
Storage

EPN / Grid

...

Asynchronous
reconstruction

(improved conditions)

EPN / Grid

EPN / Grid Permanent
storage

up to 170 GB/s
(~10 GB/s in Run 2)

EPN input data quantum is the 
"timeframe": ~2.8 ms of 

continuous readout data. ~2.5 GB

EPNEPNEPNEPN

BEAM ON: data reduction

BEAM OFF: improved calibration

142 PB
(1 PB in Run 2)

200 
nodes 350 nodes

with 8xGPUs
per node
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Data flow and data rates  
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RAW data

First Level 
Processors 

(FLP)

Event 
Processing 

Nodes (EPN)

STF - data from 
single FLP

Data buffer 
(142 PB)

Compressed 
Time Frame 
(CTF) 2.8 ms

170 GB/s 

Custodial 
(tape) storage 
T0 ⅔ + T1s ⅓ 

CTFs
10 GB/s

T0/T1 Async. 
Processing, 

Analysis

CTF
20 GB/s

Local 
storage

AODs, 
MCAODs

~10%
Analysis 
Facilities
AODs, 

MCAODs

T2s MC 
production, 

Analysis

Local 
storage

AOD - Analysis Object Data
MCAOD - AOD from MC

3.4 TB/s

900 GB/s



The ALICE Grid - individual computing centres

1919

North America -  3 T2s

South America - 1 T2

Africa - 1 T2

Europe:
1 T0, 7 T1s, 42 T2s
2 AF

Asia - 4 T2s, 1 T1



The ALICE Grid middleware, JAliEn
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LDAP

CA

Server endpoints

Task Queue
File Catalogue

Transfers
Monitoring & 
Accounting

MonALISA collector

VoBox
Computing Element

MonALISA aggregator

Site 
BatchQueue

Worker nodes

Disk storage
Tape 

archives

Central Services Sites and Users



The ALICE Grid - some numbers
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LDAP

CA

Server endpoints

Task Queue
File Catalogue

Transfers
Monitoring & 
Accounting

MonALISA collector

VoBox
Computing Element

MonALISA aggregator

Site 
BatchQueue

Worker nodes

Disk storage
Tape 

archives

Central Services Sites and Users

10 TB MySQL &
PostgreSQL

18x

2750

80x

8000x

200k CPU cores

46x, 330 PB, 2.3 B files 9x, 150 PB, 110 M files



ALICE resources evolution
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● Average - +15% CPU and disk yearly growth
● Consistent with a ‘flat budget’ funding for computing centres

○ A de-facto adopted model across all 
Funding Agencies for the past 15 years

○ Expected to continue in the future, in line with
ALICE computing requirements

Run 1

Run 2

Run 3
(to mid 2026)

http://alimonitor.cern.ch?5315


~10% of the Tier 1 & Tier 2 
resources (CPU and disk storage)

Romanian contribution to computing resources
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UPB contributions to ALICE computing

Grid monitoring framework (MonALISA), started some 20+ years ago
Ask your professors about it ;)

Production Grid site since 2017
~7000 CPU cores and 8.2 PB of disk storage

Organizer of the Tier1/Tier2 ALICE workshop in 2019

Full member of the ALICE collaboration since 2020

Many opportunities for student projects at all levels
GSoC, Bachelor and Master, PhD
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http://monalisa.cern.ch/
https://indico.cern.ch/event/778465/


CERN collaboration opportunities
Google Summer of Code

many projects proposed by the organization
CERN summer student and OpenLab summer student 

2 to 3 months internship, apply in Dec-Jan 
Bachelor and master projects

Longer term involvement
Technical student

One year internship at CERN, while still student (short term also possible)
Doctoral student

2 options: based in UPB or a CERN position
Fellow, Staff

CERN positions, function of experience - apply directly to them
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https://summerofcode.withgoogle.com/programs/2024/organizations/cern-hsf
https://home.cern/summer-student-programme
https://openlab.cern/education/cern-openlab-summer-student-programme
https://jobs.smartrecruiters.com/CERN/744000010984049-technical-studentship-it-mathematics-robotics-2025-1?trid=c3270850-b100-4fd2-8aad-40a973eec45a
https://careers.cern/alljobs


Grid central 
services

UPB projects
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servers

Data buffer 
(140PB)

Custodial 
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T0 ⅔,  T1s ⅓ 

CTFs
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Storage & file crawler
Adrian Negru

HPC center integration
Sergiu Weisz & Mihai Popescu

Job scheduling optimizations

Elena Mihăilescu

Monitoring and accounting
Cristian Mărgineanu

Mateea Popescu

File catalogue optimizers
Iuliana Brînzoi

CVMFS benchmark & profiling
Răzvan-Nicolae Vîrtan

Storage integrity check
Andreea Prigoreanu


