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Stream 1 Progress

• Progress update on Stream 1 following up on the presentation during June’s 
Community Forum 

• PanDA server package started ~20 years ago

• ATLAS Distributed Computing has gone through many changes during that 
time

• Technical/infrastructure requirements have also evolved

• Several modules have become extremely complicated to understand/maintain
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Stream 1
● Improve and modernize our code 

and environment
● Overlooked area in the past, but 

with increased importance as we 
grow

● Some dedicated effort with 
participation across the team

● Issues range from small 
improvements to larger refactorings
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Automating some of our daily activities

• A clean JIRA for a clear mind
• Close tickets in resolved state after 2 weeks
• Close tickets in any state after 6 months of 

inactivity
• Internal MM chatops with bot updates

• Introductory task for Jammel Brooks (IU)
• Optimize our infrastructure management
• SLS notifications

• Previously email notifications
• ADC Ops might have noticed the 

improvement across all PanDA SLS 
categories in the last year

• Server upgrade notifications: help synchronize 
our upgrades and increase awareness

4



Obsoleting CloudConfig and other old code/tables

• CloudConfig represented a static and obsoleted view of the ATLAS Grid
• Most concepts were obsoleted when moving to WORLD (nucleus+satellite) 

model
• CloudConfig defined default T1 queues: changing the name of the queue in 

CRIC has led to incidents in the past
• We deleted every reference to this table and simplified related code in multiple 

components/agents
• The effort led to multiple side tasks

• ATLAS_PANDAMETA database schema has been greatly cleaned up: 5 tables left from 
>15

• Obsolete code was removed for features that are no longer used/functioning (e.g. PanDA 
mover)

• We are overall looking for and deleting unused code
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● Significant effort already since beginning of January

● Code refactoring for the pandaserver/dataservice directory, updating nine agents in total: 
DynDataDistributor, Activator, Closer, Finisher, EventPicker, EventLookupClientEI, DDMHandler, 
Setupper and Adder
○ Roughly speaking, jobs go through UserIF → Setupper → Activator → JobDispatcher 

(→Watcher) → Adder → Closer → Finisher

● Removing obsolete code base and agents

● Modernizing the code base, refactoring and modularizing the code following PEP8 standards

DataService clean up volume Ⅱ
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https://github.com/PanDAWMS/panda-server/tree/master/pandaserver/dataservice


DataService clean up volume Ⅱ (cont.)
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Code gets reviewed and there are several iterations with Fernando and Tadashi 
if a code is obsolete / the functionality is still needed

https://github.com/PanDAWMS/panda-server/pull/321
https://github.com/PanDAWMS/panda-server/pull/335
https://github.com/PanDAWMS/panda-server/pull/320
https://github.com/PanDAWMS/panda-server/pull/371
https://github.com/PanDAWMS/panda-server/pull/410
https://github.com/PanDAWMS/panda-server/pull/416


ATLAS Testbed for PanDA on Kubernetes
• Deployed a testing infrastructure within a Kubernetes environment to evaluate new PanDA 
features before they go into production [ATLASPANDA-1009]

• Modified PanDA Kubernetes helm charts and updated the Docker images to support connecting to 
an Oracle database instead of PostgreSQL to replicate production ATLAS environment

• Requested new INT8R accounts (thanks to Luca Canali) and installed the schemas for all 
components - WiP to also have ProdSys schema deployed

• Aim is to have a continuous, low-level task submission and job execution

• Based on experience, it could pave the way for future large-scale Kubernetes deployments for 
ATLAS, marking a transition from the current OpenStack VMs-based infrastructure
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● Simplify PanDA: make it more accessible and maintainable

● Part of PanDA’s codebase around for almost 20 years
○ While significant progress has been made to modernize the PanDA codebase and 

infrastructure: continuous effort is essential

● Enhancing development practices
○ Peer reviews for pull requests when possible/needed
○ Future-proof the codebase, ensuring it is maintainable and scalable
○ Introducing development tools to ensure code consistency and quality

Team is working across streams, doing support, operation, development, documentation and 
modernization at the same time

Conclusions
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Thank you for your attention!
-

Questions?
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