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• One design goal is to have 4 ‘separate’ luminometers

▪ Provides some systematic cross-checks

▪ Redundancy in case of hardware problems


• Symmetry in ±η and φ important

▪ Reduce first-order sensitivity to beamspot position,  

crossing angle, beta*, etc.

▪ Clearly demonstrated with LUCID


• Save cluster counts per module (and possibly per sensor,  
or 2 regions in radius) to give more information

▪ At least 16 x 3564 counters per lumi block, possibly more
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• Independent readout using PLR LTI in “mini-CTP” mode

▪ Randomly sampling filled bunches w/ 1 MHz readout

▪ dL/L ~ 1% per sec per BCID @ µ=200

▪ Sample fewer (~100) BCIDs at 11kHz at µ ~ 1 (vdM scans)


• Readout through FELIX is IBL standard

• Dedicated PLR workers in event filter


▪ Unpack, perform pixel clustering, form sums

▪ Highly prescaled output stream for monitoring/debugging


• Opportunistic Readout

▪ For PLR triggers that coincide with ATLAS L0A,  

want to include PLR hits in ATLAS readout 

▪ Not to be included into track reco, but PLR hits can be 

matched to reco tracks

▪ Important tool for monitoring PLR efficiency

PLR TDAQ Overview
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Will concentrate on issues to keep this short
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• Each FE can produce up to 5 Gbps (4 links) 

▪ 96 copper uplinks + 8 downlinks to 4 optoboards per ring

▪ 16 fiber uplinks to FELIX per ring, 32 fibers in total


• Planning for 2 FELIX boards, one server 

▪ ITk pixel spec is 24 optical links at ~50% utilization per link


If decision is 3 links, limited to 1 MHz at high mu.   
May still be able to run faster at low mu, desire to explore FELIX limits

PLR Readout
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• PLR-specific workers in Event Filter will receive data  
from PLR Data Handlers at 1 MHz+

▪ Unpacking, clustering, counting, summing

▪ EventFilter environment, many things shared with Pixel processing

▪ Same dispatch rate as rest of Event Filter


• Limited data streaming (via Event Aggregator)

• Similar functionality as high-rate calibration data


EF resource needs for data distribution and processing  
needs some thought, eventually testing

PLR Dataflow

5

Data 
Handler

FELIX 
Server

Event 
Builder

Event 
Filter

PLR 
Workers

PLR-specific

Event 
Dispatch



31 October 2024

• EventDispatcher sorts events by L0A identifier

▪ PLR in standalone mode generates its own identifiers


• LTI may be able to inject ATLAS L0A into PLR fragments

▪ For PLR events that also have L0A on same BCID


• DH (or ED) could then make copies that look like  
a normal ITk fragment

▪ Needs scheme to get L0ID into fragments

▪ Needs addition to DataHandler (or Dispatcher) functionality

▪ Approx ~(1 MHz / 40) ATLAS triggers would have PLR hits

Opportunistic Readout
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• Goal is to keep as much of PLR common with ITk pixels 
as possible (config, calibration, DCS, FELIX…)


• General DAQ layout and performance needs to be  
looked at again with benefit of 3 years more knowledge, 
descoping to 3 links, data from real readout tests


• Main PLR readout scheme similar to other high-rate 
calibration stream needs - is there a TDAQ plan for 
these?


• PLR Event Filter processing needs some thought  
- would welcome a new group to take this on 
- resource estimates from ITk pixels for unpacking?


• Opportunistic readout is challenging but interesting,  
need collaboration with CERN group 
- Had some discussions with Thilo and Will in the past,  
  they believed this was possible, but far from solved…

Comments
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Backup
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PLR in a nutshell
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shown. At this small radius, the displacement damage is dominated by pions. At the minimum radius of203

91 mm, the total fluence corresponds to 3.5⇥10
15cm�2 NIEL. The neutron damage alone corresponds to204

1.0⇥10
15cm�2 NIEL. The TID has also been calculated, and at the inner radius of 91 mm it corresponds205

to 315 MRad. Note that these fluences and doses are calculated assuming the standard 2000 fb�1
206

lifetime expected for the Pixel Inner System, which is further multiplied by the standard safety factor of207

1.5. The FE ASIC for ITk Pixels is designed assuming a lifetime dose of 1 GRad, and the 3D sensors208

are qualified for fluences up to 1.6⇥ 10
16cm�2 NIEL.209

Figure 1: Sketch of the proposed locations for the BCM0 (blue) and the PLR (pink) in the ITk Pixel
volume.

2.1 DESIGN GOALS210

The PLR is intended to measure the luminosity by means of reconstructing and counting the number211

of clusters observed in each triggered event, a technique known as Pixel Cluster Counting (PCC). The212

geometry of the rings and the type of modules have been chosen to maximize the distinction between213

signal clusters and background clusters. A 3D CAD model shown in Fig. 3 highlights the overall scheme.214

Signal clusters are produced in beam-beam collisions at the center of the ITk detector at rates propor-215

tional to the absolute luminosity, while background clusters arise from other sources such as electronics216

noise, beam backgrounds, or afterglow which consists primarily of low energy neutrons and photons.217

The rates of these backgrounds are not obviously proportional to the absolute luminosity (e.g. beam218

backgrounds are generally proportional to beam currents). To enhance the difference between signal219

clusters produced at the collision point and the background clusters, the pixel modules are tilted in the220

(r,z) plane to increase the cluster size of signal clusters, while the background clusters generally consist221

of single hits.222

The ITk Pixel system is based on sensors and electronics that are highly segmented, with 400 indepen-223

dent pixels per mm2. The high granularity of the ITk pixel sensors and relatively low occupancy of each224

sensor, helps ensure that the cluster counting method should be highly linear even up to the highest225

HL-LHC collision rates, provided the rate of background clusters can be controlled. Perhaps the most226

challenging requirement of the PLR is the extreme dynamic range required to support measurements227

during vdM scans with µ values as low as 2 � 4 ⇥ 10
�5, and physics operation at µ ' 200, a range of228

almost 107. This requires very low electronics noise levels as well as very minimal numbers of noisy229

pixels and very strict control of threshold distributions. Since the ITk Pixel system contains roughly five230

billion channels, these capabilities have been carefully engineered into the ITk Pixel modules.231
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adds additional functionality needed for the luminosity operations.255

Monitoring the long-term performance and stability of the PLR is facilitated by implementing an ‘oppor-256

tunistic readout’ mode. If a PLR trigger coincides with a L0 accept issued by the CTP, the PLR hits will257

be provided to the EventFilter just like any other part of the ITk pixel system. While it is not expected to258

use the PLR hits in track reconstruction, having a random sample of ATLAS triggers with PLR data will259

enable monitoring of cluster efficiency, background noise, collected charge, thresholds, alignment, and260

other critical stability metrics. This will allow careful tracking of many sources of stability and systematic261

uncertainties continuously during data-taking. However, the typical minimum PT expected for track re-262

construction at the HL-LHC is ⇠ 1 GeV. This will result in only about 10% of the clusters in the PLR being263

associated with a reconstructed track. Special reconstruction campaigns in which an alternative low-PT264

track reconstruction is used to reach a minimum PT threshold of about 100 MeV will allow track cluster265

matching for almost all clusters. This will be useful to extend the track-based in-situ performance studies266

to include characterization of a very large fraction of all observed clusters. A dedicated partial-event267

calibration stream consisting of only ITk pixel data for events containing PLR triggers can be written at a268

modest event rate of 100 Hz and provide suitable data using low-PT tracking without excessive ATLAS269

data bandwidth or computing resource usage.270

The PLR will use standard ITk readout components to transfer the PLR hit data to the EventHandler271

(SW ROD) nodes. The cluster reconstruction and counting will be performed by PLR-specific SW ROD272

applications. Each PLR triplet will be treated as a separate luminosity measurement, and mean pixel273

cluster rates per BCID will be provided for each triplet to the online luminosity system. This design sim-274

plifies the software needed in the SW RODs, provides redundancy against component failures, and also275

provides useful consistency and systematic checks by comparing the luminosity observed in different276

regions of the detector.277

Figure 3: Preliminary CAD model of the PLR front-side (IP) and back-side. The eight linear triplet
modules with their data-transmission flex pigtails are shown on the front-side of the PLR. The Ring PCB
is shown on the backside of the PLR. This PCB interfaces all of the module services to the � location
where the services are routed to the PP0 and then continue as Type 1 cables in the service channels.

2.2 DESIGN PARAMETERS278

The initial conceptual design has evolved as a result of GEANT simulations of the modules, and extended279

discussions with a wide range of experts in the Pixel community. Many of these details will be covered280
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• ITK pixel ring at η ~ 3.9

• Use inner barrel ‘linear triplets’  

(3D pixels, 25 x 100 µm2)

• Incline sensors by 30 degrees 

(tracks from IP hit 4-5 pixels)

• Count clusters per event (PCC),  

linear to ~1% at µ = 200

Pixel Luminosity Ring March 13, 2021 - Version 1.1

secondary particles will also depend linearly on the luminosity as they are related to primary particles.1010

Thus the fact that many of these are also selected with 4-5 hits is not problematic in itself.1011

For the non-inclined case, the distribution peaks at values of about 1-2 and offers little discrimination be-1012

tween primary and secondary particles. In addition, out-of-time and afterglow backgrounds (discussed1013

in Sec. 8.4), are also expected to have small cluster sizes. Based on this superior background discrimi-1014

nation power it was decided to incline the modules.1015
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Figure 24: Expected cluster size for the baseline inclination (left) and with no inclination (right) of the
modules on the ring.

The mean numbers of selected clusters are shown in Figure 25 in the hµi range of 0.1�250. The clusters1016

are selected to have a size of 4-5. The data is linear to within about 0.5%, with the intercept set at 0.1017

The uncertainties represent the statistical error due to the limited number of events simulated at each1018

point. This result agrees with a simple geometric estimation based on the probability of two clusters1019

overlapping or touching given the average cluster size, cluster occupancy, and the area of each readout1020

module. An additional source of non-linearity, which is not currently simulated, comes from pixels which1021

are hit in previous beam crossings and thus can not see an additional hit for several subsequent beam1022

crossings (depending on the TOT, see also Section 8.3).1023

The average expected data rate has been obtained using the simulation [10] of the ITk-Pixel FE chip1024

used to assess the most up-to-date data rate estimates for ITk, at the time of writing. It was checked1025

that it can reproduce the results presented in Ref. [11, 12]. The results are shown in Figure 26 (Left) for1026

a trigger readout rate of 1 MHz, including a 25% safety factor. The PLR expected data rates is larger1027

than that of the standard pixel modules at lower |z| due to the inclination causing a larger cluster size.1028

A larger trigger readout rate results in an proportional increase in the expected data rates. Overall, the1029

expected data rates allow in principle for up to 1.5 MHz (1.1 MHz) trigger readout rate, when considering1030

4 (3) data links per FE with a maximum allowed average link occupancy of 50%. The 50% maximum1031

average link occupancy is assumed to be low enough to keep the data-loss rate below 1% [13], with1032

reasonable assumptions on the available latency. Such requirement is different in other modules in the1033

endcap rings (using either 1 or 2 links per FE), since the PLR has stricter requirements in terms of1034

maximum acceptable data loss (see also the discussion further below in this section).1035

Figure 26 also shows the ratio of data rates for different configuration, namely when Time-over-Threshold1036

(ToT) information is not transmitted, and when address and “bit-tree”2 compression are used. The1037

possibility of not transmitting ToT offer a reduction of the expected data rates of about 50%, which offers1038

a powerful tool to reduce the expected data rates (or increase the acquisition rate) once the detector is1039

well understood and if ToT is proven to not be needed for data analysis. While the RD53B compression1040

algorithm is optimized for clusters developing along the 100 µm direction of the pixel matrix, the results1041

above show that it is still effective in reducing the expected data rates by about 15� 20%.1042

2refers to the substitution of 01 with 0 in the hit map encoding, see RD53B manual for details [14].
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• Count clusters per BCID per triplet for every triggered event

▪ Input rate ~1 MHz, N x 3564 sums, output once per LB

▪ N at least 16 (number of modules), could be more


• Write fraction of PLR raw data for monitoring and offline analysis

▪ Highly pre-scaled, partial events, low rate (~ 100 Hz?)

▪ Could be raw hits, or just cluster info (η, φ, TOT, size), histograms?

▪ Probably save some amount of both, can’t save all triggers


• Write PLR clusters when available for events with L0A 
“Opportunistic Readout”

▪ PLR clusters on ITk tracks in forward rings allows powerful in-situ 

efficiency monitoring

▪ Need ~200 Hz to measure 0.1% variation per “independent 

algorithm” over 5 hour fill

▪ Output to partial-event stream - special low pT track reco


• Provide fast (~ 1 Hz) BCID-blind sums for LHC

▪ Lowest priority, not strictly necessary, but nice if easy

PLR data products
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• Plan to run PLR like any other ITK disk

• Will need pixel calibrations


▪ Running in separate partition, possibly separate tunings

▪ Expect to be able to use same calibration software,  

or with only minor changes/different configuration

• DCS


▪ Also plan to have this in common with ITK

▪ One caveat is that we will want to turn PLR on once 

flattop is reached

▪ Needs testbeam measurements and risk assessment 

(expectation is that this will be safe, to be confirmed) 

DCS/Calibrations
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