Resource Review
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Computing resources
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Cumulative wall time by Site

13 Weeks from Week 39 of 2024 to Week 52 of 2024

T T
2024-10-08 2024-10-22
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T
2024-12-03

T
2024-12-17 2024-12

Max: 7,852, Min: 4.85, Average: 3,844, Current: 4.85

O LCG.RAL.uk 7852.0

Genarated on 2025-01-24 17:02:37 UTC

e Normalized values from LHCb can not
be trusted

* Using raw walltime, we have:
7852*%365%14.3/92 = 445473HS23

e 14.3is an updated normalization factor
after the introduction of 2023 Gen

* Pledge is 180kHS23 < 445kHS23



_ A lot of Sprucing and WGProd jobs, due to the data
I CO m p ut| N g resources taking + reprocessing campaign.

Executed jobs by Job Type

13 Weeks from Week 39 of 2024 p;&w$§|§n§2 of 2024

B MCSimulation 42568557

O WGProduction 2179603 6

B MCReconstruction 1259688.5

O Sprucing 643831.0

O MCFastSimulation 6294341

B user 5244431
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B MCMerge 477571
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. RAL provided the most computing
I Com Parison resources for LHCb among Tier-1 sites.

Even more than the usual share (33%).

CPU time consumed by site

13 Weeks from Week 39 of 2024 4o Week 52 of 2024

Wall time consumed by site

13 Weeks from Week 39 of 2024 te Week 52 of 2024

Executed jobs by Site

13 Weeks from Week 39 of 2024 t&%ﬁﬁ52 of 2024

41 9%

5.CNAFit
LCG.PIC. O LCG RAL uk 9931751.4
B LCG.CNAFit 4360092.8
B LCGGRIDKAde 31213627
B LCG.IN2P3 fr 25256201
LCG.Belling.en_ i bit O LCG.Beijing.cn  1402807.7
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LCG MIKHEF I
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I Comparison

RAL jobs by Status
13 Weeks from Week 39 of 2024 to Week 52 of 2024

* RAL Job failure rate is comparable to
other T1s

e Higher than usual due to nproc issue

Tier 1s except RAL jobs by Status
13 Weeks from Week 39 of 2024 to Week 52 of 2024

onge

Bl Done 9489594 2 W Done 12891347 3
B Failed 3516082 B Failed 491666.4
E Completed 50177.1

B Completed 318750.3
B Rescheduled 52097.0

B Rescheduled 40372.0

Failed
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The same is true for “wasted” CPU

omparison Time/walltime

RAL wall time consumed by status T1s except RAL wall time consumed by status
13 Weeks from Week 39 of 2024 to Week 52 of 2024 13 Weeks from Week 39 of 2024 to Week 52 of 2024

m Done 3246983.4
B Failed 635068
@ Completed 346093
B Rescheduled 6327

m Done 28169343
B Failed 394444
O Completed 113498
B Rescheduled 292

Generated on 20250128 16:20:20 UTC Generated on 2025.01.24 16:20:58 UTC
RAL CPU time consumed by status T1s except RAL CPU time consumed by status
13 Weeks from Week 39 of 2024 to Week 52 of 2024 13 Weeks from Week 39 of 2024 to Week 52 of 2024

B Done 2764714.9 B Done 3162952.7
B Failed 424755 B Failed 60115.2
@ Completed  10372.0 O Completed  20756.0
B Rescheduled 04 B Rescheduled 1315
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 Among all job types, user jobs have one of the highest failure

Comparison (User rates
JObS) * For RAL itis higher than for the other T1s

* Most probably due to nrpoc limit issue

user jobs at LCG.RAL.uk user jobs at All Tls except LCG.RAL.uk
13 Weeks from Week 39 of 2024 to Week 52 of 2024 13 Weeks from Week 39 of 2024 to Week 52 of 2024

W Done 432293.0 W Done 925316.2
W Failed 852121 B Failed 87989.5
B Rescheduled 5624.0 B Rescheduled 21380.0
E Completed 1314.0 @ Completed 3884.0

Failed
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COm pa rson (WG » For WGProduction jobs, failure rate at RAL is lower than at
P rOd ) the other Tier-1s

WGProduction jobs at LCG.RAL.uk WGProduction jobs at All Tls except LCG.RAL.uk
13 Weeks from Week 39 of 2024 to Week 52 of 2024 13 Weeks from Week 39 of 2024 to Week 52 of 2024

lone

B Done 2078164 .3 B Done 25043021
M Failed 71864.2 B Failed 144737.7
B Rescheduled 18041.0 B Rescheduled 19789.0

@ Completed 11358.0

H Completed 115340
Failed

Failed
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Jone

Comparison
(Sim+data proc)

Prod jobs at LCG.RAL.uk
13 Weeks from Week 39 of 2024 to Week 52 of 2024

» For prod jobs failure rate is higher than usual

* But comparable with others

Prod jobs at All Tls except LCG.RAL.uk
13 Weeks from Week 39 of 2024 to Week 52 of 2024

one

W Done 6921389.9
B Failed 1933233
B Completed 371106
W Rescheduled 16474.0

W Done 9395625.9
B Completed 3029333
B Failed 257358.8
B Rescheduled 10263.0

Completed
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Efficiency -

CPU efficiency (RAL)
13 Weeks from Week 39 of 2024 to Week 52 of 2024
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Good efficiency for almost all job types

CPU efficiency (T1ls except RAL)
13 Weeks from Week 39 of 2024 to Week 52 of 2024
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Disk Usage

PB

* Increased usage due to reprocessing campaign
» 24/25 pledge was exceeded

PFN space usage by StorageElement
13 Weeks from Week 39 of 2024 to Week 52 of 2024

17.5

24/25 Pledge = 15.7PB
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0.0 T T T T T T 1
2024-10-08 2024-10-22 2024-11-05 2024-11-19 2024-12-03 2024-12-17 2024-12
Max: 17.1, Min: 14.3, Average: 15.8, Current: 16.8
W RAL-DST 75.4% W RAL-BUFFER 4.7% W RAL-FAILOVER 0.0%
@ RAL MC-DST 15.5% @ RAL-USER 1.3%
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Transfers from ECHO
13 Weeks from Week 39 of 2024 to Week 52 of 2024
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Transfers to ECHO
13 Weeks from Week 39 of 2024 to Week 52 of 2024

2024-10-08 2024-10-22 2024-11-05

EOENOCOEED

2024-11-19 2024-12-03

2024-12-17 2024-12

Max: 213, Min: 7.35, Average: 30.1, Current: 68.9

Succeeded

LCG.RAL.uk -= RAL-BUFFER
DIRAC.HLTFarm.lhch -= RAL-USER
DIRAC.HLTFarm.lhck -= RAL-BUFFER
DIRAC.Client.ch -= RAL-USER

DIRAC. MareMostrum.es -> RAL-FAILOVER
CMNAF-ARCHIVE -= RAL MC-DST
LCG.CPPM fr -=> RAL-BUFFER

DIRAC. MareMostrum.es -= RAL-BUFFER

92.7%

0.1%
0.1%
0.0%
0.0%
0.0%
0.0%
0.0%
0.0%

i ODNEOEOEN

Beijing_MC-D5T -= RAL_MC-D5T
LCG.NIPNE-O7 ro -> RAL-BUFFER

0.0%
0.0%

LCG.UKI-LT2-RHUL uk -= RAL-BUFFER 0.0%

LCG.Manchester.uk -= RAL-BUFFER
Ibvobox309.cern.ch -= RAL-BUFFER
LCG.RAL uk -> RAL-FAILOVER
LCG.LAPPfr -= RAL-BUFFER
LCG.Glasgow.uk -> RAL-BUFFER
plus 244 more

0.0%
0.0%
0.0%
0.0%
0.0%
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kfiles / hour

140

20

ODOEEOECEDE

2024-10-08 2024-10-22

2024-11-05

2024-11-19 2024-12-03

2024-12-17 2024-12

Max: 141, Min: 0.99, Average: 9.46, Current: 18.8

Succeeded

RAL-DST -= NCBJ-ARCHIVE
RAL-FAILOVER -= CNAF-BUFFER
RAL-USER -= DIRAC. Client.ch
RAL-BUFFER -= LCG.RAL. uk
RAL-BUFFER -= RAL-RAW
RAL-DST -= CNAF-DST
RAL-DST -= CNAF-ARCHIVE
RAL-DST -> Glasgow-DST

99 6%
0.1%
0.1%
0.1%
0.0%
0.0%
0.0%
0.0%
0.0%

I DEEOEOEDE

RAL-DST -= NCBJ-DST

RAL MC-DST -= Beijing-ARCHIVE
RAL-FAILOVER -= CNAF-DST
RAL-BUFFER -= DIRAC HLTFarm.lhcb
RAL-USER -= DIRAC Client.de
RAL-FAILOVER -= Beijing-BUFFER
RAL-USER -= DIRALC.Client.cn

RAL MC-DST -= C5C5 MC-DST
plus"163 more -

0.0%
0.0%
0.0%
0.0%
0.0%
0.0%
0.0%
0.0%

Generated on 2025-01-24 16:33:26 UTC



I Tape usage

PB

* Full 24/25 pledge is used

PFN space usage by StorageElement
13 Weeks from Week 39 of 2024 to Week 52 of 2024
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Max: 35.5, Min: 31.7, Average: 34.3, Current: 35.5

O RAL-RAW 53.8% W RAL-ARCHIVE 37.7% W PAL-RDST 8.5%

2024-11-05 2024-11-19 2024-12-03 2024-12-17

Generated on 2025-01-24 16:33:32 UTC



files / hour

Transfers to Antares
13 Weeks from Week 39 of 2024 to Week 52 of 2024

Good transfer efficiency, with a fe
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2024-10-22

Max: 3,407, Average: 415, Current: 276

Succeeded

lbvebox310.cern.ch -= RAL-ARCHIVE
RAL-BUFFER -= RAL-RAW
CERN-DAQ-EXPORT -= RAL-RAW
CMAF-DST -= RAL-ARCHIVE
Beijing_MC-D5T -= RAL-ARCHIVE
RAL-DST -= RAL-ARCHIVE
CERN-DST-EOS -= RAL-ARCHIVE
Ibvebox309.cern.ch -= RAL-ARCHIVE

97.5%
1.1%
0.9%
0.4%
0.1%
0.1%
0.0%
0.0%
0.0%

OO EEEDE

2024- 11 1%

GRIDEA-DST -= RAL-ARCHIVE
MNCEJ-DST -= RAL-ARCHIVE
Beijing-DST -= RAL-ARCHIVE
SARA-DST -= RAL-ARCHIVE
IN2P3-DST -= RAL-ARCHIVE
RRCKI-DST -= RAL-ARCHIVE
CMAF_MC-DST -= RAL-ARCHIVE
GRIDKA_MC-DST -= RAL-ARCHIVE
plus 13 more

2024- 12 03

2024-12-17

0.0%
0.0%
0.0%
0.0%
0.0%
0.0%
0.0%
0.0%

CERN issue ‘

2024-11-05

files / hour

2024-12
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Transfers from Antares
13 Weeks from Week 39 of 2024 to Week 52 of 2024

2,500
2,000
1,500
1000
500
o

2024-10-08 2024-10-22 2024-11-05 2024-11-19 2024- 12 03 2024-12-17 2024-12
Max: 2,619, Average: 181, Current: 0.08

0 Succeeded 99.8% [O RAL-ARCHIVE -= DIRAC.Client.uk 0.0%
B RAL-ARCHIVE -= CNAF_MC-DST 0.2% W RAL-ARCHIVE -> Manchester MC-DST 0.0%
O RAL-ARCHIVE -= DIRAC.Client.ch 0.0% W RAL-ARCHIVE -= GRIF-DST 0.0%
B RAL-ARCHIVE -= DIRAC.Client.de 0.0% @ RAL-ARCHIVE -> CERN_MC-DST-EOS 0.0%
B RAL-RAW -= LCG.RAL uk 0.0% M RAL-ARCHIVE -= CSCS_MC-DST 0.0%
Bl RAL-RAW -= DIRAC.Client.ch 0.0% [ RAL-ARCHIVE -> GRIDKA MC-DST 0.0%
B RAL-ARCHIVE -> C5C5-D5T 0.0% M RAL-ARCHIVE -> IN2P3_MC-DST 0.0%
H RAL-ARCHIVE -= DIRAC.Client.cn 0.0% M RAL-ARCHIVE -= NIPNETDT_MC-DST 0.0%
O RAL-RAW -= RAL-BUFFER 0.0% ... plus 8 more
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e Overal A&R looks good
* Migration to EL

s

Site Availability Reliability
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~ Availability & Reliability

LCG.RAL.uk
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== Availability == Reliability

> Site Status (7 panen

~ Endpoint Status

[T AL UR [ARU-UE-TT D] [616-G8U | YTIUPELILEG,UR 16D,

[LCG.RAL .uk] [ARC-CE-HTTPS] [arc-ce02 gridpp.rl.ac.uk] Ihcb:
[LCG.RAL .uk] [ARC-CE-HTTPS] [arc-ce03.gridpp.rl.ac.uk] Ihcb:
[LCG.RAL.uk] [ARC-CE-HTTPS] [arc-ce04.gridpp.rl.ac.uk] Ihcb:

[LCG.RAL .uk] [ARC-CE-HTTPS] [arc-ce05 gridpp rl.ac.uk] Ihcb:

[LCG.RAL.uk] [HTTP] [antares.stfc.ac.uk] Ihcb:

[LCG.RAL.uk] [HTTP] [webdav.echo.stfc.ac.uk] Iheb:

[LCG.RAL .uk] [XROOTD] [antares stfc.ac.uk] Ihch:

[LCG RAL.uk] [XROOTD] [wootd.echo.stic.ac.uk] hch:
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