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CONTENT

▸ Software engineering and computing infrastructure in collaboration and with a focus 
on LHC experiments and the MC event generator community 

▸ Current activities 

▸ Next steps 

▸ Discussion on how to broaden the scope further
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▸ Computing needs for upcoming LHC phases 
may exceed the predicted resource allocations 

▸ At the same time the compute time to spend for  
Monte Carlo event generation will be non-negligible 
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COMPUTING ASPECTS OF MC EVENT GENERATION AT THE LHC
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CERN-CMS-NOTE-2022-08

CERN-LHCC-2022-005



STATUS
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HEP SOFTWARE FOUNDATION

▸ Physics generators working group 

▸ Forum to exchange and gather information: LHC experiments and beyond 

▸ 27 Nov, seminar on Event generation on GPUs   

▸ Collecting and preparing input for European strategy for particle physics 

▸ Google summer of code student program 

▸ Collecting projects and organisation of the program (next round starting in Jan ’25) 

▸ Training working group on research software engineering topics 

▸ C++, Python, Julia, ML, ROOT, CMake, git, CI/CD, … see also new training center
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https://hepsoftwarefoundation.org/activities/generators.html
https://indico.cern.ch/event/1465925/
https://hepsoftwarefoundation.org/activities/gsoc.html
https://hepsoftwarefoundation.org/activities/training.html
https://hsf-training.org/training-center/
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ACCESS TO SPECIALISED HARDWARE RESOURCES
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https://openlab.cern/heterogeneous-architectures-testbed 

https://openlab.cern/heterogeneous-architectures-testbed


A. Valassi – Madgraph on GPUs and vector CPUs: towards production CHEP2024, Krakow, 23 Oct 2024 1/30

Madgraph5_aMC@NLO 
on GPUs and vector CPUs: 

towards production
The 5-year journey to the 

first LO release CUDACPP v1.00.00

Andrea Valassi (CERN)
on behalf of the MG5AMC CUDACPP development team

CHEP2024, Krakow, 23rd October 2024
https://indico.cern.ch/event/1338689/contributions/6015964
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HARDWARE ACCELERATION OF  
MADGRAPH5_AMC@NLO
▸ First release for acceleration of leading-order 

processes on GPUs and vector CPUs available 

▸ Excellent collaboration with O Mattelaer (Louvain) 

▸ Already very good speedups of the application  
via hardware acceleration of matrix elements  

▸ Available for NVidia and AMD GPUs. SYLC port 
being worked on  

▸ Next possible steps for LO: true heterogeneous 
execution, offloading / acceleration of other  
parts of the workflow, …
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Daniele Massaro
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(RE-)USAGES OF MADGRAPH ACCELERATED CODE
▸ Work on integration with CMS
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▸ More usages of accelerated code 

▸ Event reweighting  

▸ FPGA implementation (U Valencia/CSIC) 

▸ ME calculations in POWHEG

Quantifying the Computational Speedup 
with MG4GPU for CMS Workflow 

October 19 - 25, 2024 
CHEP 2024

Conference on Computing in High Energy and Nuclear Physics

Jin Choi 
On behalf of the CMS Collaboration

CONTACT: choij@cern.ch 
         cms-generator-conveners-mefga@cern.ch 
         cms-phys-conveners-GEN@cern.ch
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Introduction 
The most time-consuming aspect of Hard Scattering is  
the Matrix Element (ME) calculation.

The Madgraph4GPU (MG4GPU) project is 
dedicated to porting the ME calculation 
to vectorized CPUs and GPUs.

Physics Processes 
Conducted extensive testing of the most common and complex LO processes within the CMS framework, 
encompassing: 
- Drell-Yan (DY) production, capable of generating up to four jets 
- Top-Quark Pair (TT) production, capable of producing up to three jets

HPC Configurations 
- Lxplus HTCondor Pool with AMD EPYC 16 CPUs + A100 / Intel Xeon 48 CPUs + H100 
- Seoul National University HTCondor Pool with Intel Xeon 80 CPUs 
- NERSC Permultter SLURM Batch with AMD EPYC 4x64 CPUs

Production Time FORTRAN CPP-AVX2 CUDA

DY+01234j 424h 36m 133h 38m 9h 32m

TT+0123j 253h 36m 155h 28m 3h 9m
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First Implementation in CMS!

Performance Results
Gridpack Production

Event Generation - Jet-Binned study (TT)

- Different levels of parallelism employed, 
  normalized 16 parallel madevent executions. 
- CPP-AVX2 exhibits approximately 2-3x speedup; 
  CUDA achieves O(10)x.

- Multiple events are generated with a single  
  madevent execution, exhibiting a linear trend. 
- CPP-AVX2 demonstrates approximately 1.5x speedup;    
  CUDA achieves approximately 7x speedup  
  when generating 100k events.

Conclusion Reference
MG4GPU demonstrates substantial speedups in both 
gridpack production and event generation for the 
CMS workflow, making it a promising candidate 
for future large-scale simulation.

[1] A. Valassi et al, Developments in Performance 
    and Portability for MadGraph_aMC@NLO 
[2] CMS Collaboration, Quantifying the computational      
    speedup with madgraph4gpu for CMS workflow
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- Multiple events are generated with a single  
  madevent execution 
- As the complexity of events increases, the  
  production time required to execute them also  
  tends to grow. 
- Refining ME requires a significant amount of  
  time for FORTRAN/CPP-AVX2, resulting in  
  substantial differences for inclusive TT and  
  TT+3j, but not for CUDA.Event Generation - Inclusive study

Jin Choi 

Zenny Wettersten

Saptaparna Bhattacharya 
Jin Choi
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SHERPA / PEPPER
▸ Enrico Bothmann joins IT-FTI-PSE  

in January 2025  

▸ Pepper, GPU code for  
leading-order parton-level 
event generation 

▸ Integration into experiments workflows ongoing 

▸ Studies performed on large scale (N)LO calculations [arXiv 2309.13154] 

▸ Combine Sherpa, Pepper & Pythia 

▸ Addressing I/O bottleneck with HDF5 file format
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arXiv 2311.06198

https://arxiv.org/abs/2309.13154
https://arxiv.org/abs/2311.06198


NEXT STEPS
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NEXT-TO-LEADING-ORDER

▸ Next step for both Madgraph 
and Pepper 

▸ Produce prototypes for  
tree-level calculations 

▸ Loop calculations will be  
more difficult 

▸ How to deal with high precision floating point calculations on future accelerators 

▸ Double precision FLOPS on GPUs will stay constant at best for next generations 

▸ How to deal with quad precision, e.g. for loops? 
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Zenny Wettersten



▸ Studies and first steps done for Madgraph 

▸ CERN/IT work for Sherpa / Pepper to be defined early next year  

▸ Collaboration with Argonne and Madgraph, Sherpa/Pepper for GPU loop calculations starting 

▸ Finish up work with CMS for Madgraph 

▸ Work with more experiments and use cases   

▸ Make more parts of the workflow suitable for hardware accelerated execution  

▸ Interest in going beyond hard scattering, e.g. shower calculations   

▸ Investigation on negative weights
LHC MC WG KICKOFF, 14 NOV ’24, STEFAN ROISER

COLLABORATE WITH EXPERIMENTS ON DEPLOYMENT OF ACCELERATED CODES  
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DEVELOP NLO PROTOTYPE FOR HARD-SCATTERING EVENT GENERATION

INVESTIGATE MORE AREAS FOR SOFTWARE ENGINEERING IN MC EVENT GENERATION
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AND MORE …

▸ Double and higher floating point precision calculations on future hardware (PhD) 

▸ Collaborations on student level (AGH/Krakow) 

▸ gitlab.cern for MC event generator projects  

▸ Use of multi-platform event generator code in the context of sustainability studies 

▸ QCD event generation in Julia (HZDR) 

▸ Quantum algorithms (IBM) and QML (arXiv:2409.12236) for event generation

14

https://arxiv.org/abs/2409.12236
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SUMMARY

▸ Several services, developments and projects in IT and HSF ongoing to support  
the LHC experiments and the MC event generator community 

▸ Ready to broaden the scope beyond the current activities !! 
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THANK YOU !! 


