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Daily USATLAS Ops Meeting

● Started in May 2024
● Bridge the gap between USATLAS site 

administrators and ADC
● Greatly helped in improving communication both 

between ADC and site admins and also between 
the individual sites
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Daily Ops Reports
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Impact of Job Mixture on Site Operations

● Different job campaigns have different resource 
requirements
○ CE/Harvester schedules CPU, memory, disk space
○ Site issues are often caused by heavy disk I/O, high 

network utilization, etc.

● If we know what's coming, it is easier for us as site 
administrators to diagnose issues faster and report 
back to ADC
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Job Mixture Example
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WAN maxed out largely due to 
a (misconfigured) pileup 
campaign



Evolving Queue Requirements

● Optimizing memory utilization at our site to allow more VHIMEM 
jobs to run
○ 2 GB/core has been the recommendation for a while, is this still appropriate for 

future compute purchases?

● If jobs exceed their requested memory, what does ADC want us 
to do? As an HTCondor site we can…
○ Let the job run to completion
○ Hard kill job immediately after it exceeds its request via cgroups
○ Hard kill the job after it goes over some multiple of its request

● Is there a feature we want the HTCondor team to implement?
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MWT2 Memory Utilization
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● On average, we have the extra 
memory to allow jobs to exceed 
the request
○ Doing nothing makes sense if jobs 

only exceed their request by a small 
amount

○ We currently kill after the job goes 
3x over its request

● So how do we use all of the extra 
memory most effectively? 
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OOM reboots



Site Communication to ADC

● When we're debugging issues, we have:
○ Ganglia
○ Nagios
○ Grafana plots for networking, CE queues, storage, etc.

● How can we better communicate our site status to 
ADC so they can have an idea of what's going on 
on the site side? 
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Recent Examples: Site Partial Downtime

● Currently we can only declare a CE or SE downtime
○ We were just discussing this recently because we had a ~few 

week partial downtime for one of our sites
○ No good mechanism to communicate the partial outage 

upstream
○ Right now: Tell Ivan that 15K cores are offline for a few weeks 

■ No GKs are down
■ No Storage is down

○ We can only report binary service statuses to ADC
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Recent Examples: Site Drainage

● ATLAS is not our only customer
○ When we are drained of ATLAS jobs, we fill our site 

opportunistically with jobs from OSG
○ To ADC, this appears that the site is not filling when the 

drain condition is gone from the ATLAS side
○ We communicate this to ADC via Ivan on the Ops call

● Is there anything else as a site we can provide that 
would give more queue visibility to ADC?
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Example Drain/Refill Event
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ATLAS 
starts 
to 
drain

OSG 
backfill

OSG jobs drain out

ATLAS recovery is not 
immediate

Can look like an issue 
from the ADC side!



Job Diagnostics

● A lot of effort has gone into diagnosing issues such 
as stuck CVMFS, zombie pilots, misbehaving 
workloads, etc.

● How to make it easier for site admins to track 
down job issues to report back to ADC?
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Inter-site Communications

● Recently, a number of US sites have been active in 
the BNL Mattermost server in addition to the daily 
meetings

● This has been a powerful tool for us to leverage to 
work together to identify (US) ATLAS-wide 
problems

● We should continue to use this tool
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Thank you!


