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Introduction
• Two sessions in this TIM: “looking back” and “looking ahead”.

• We were planning to discuss several interesting projects at UMass in the “looking back”
– Automating provisioning, virtualization, and site administration with OKD
– Using shared tape systems for ATLAS ADC
– Rucio/SENSE testing at NET2

• Unfortunately, due to personal reasons, we were not able to find the time to prepare the 
talk and these interesting R&D topics will be discussed somewhere else.

• So here I will discuss the “look forward”.
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• In order to look forward, let’s first look (a bit) back.

• Last year, ATLAS published three papers that (I think) can change how we do data analysis.

New analyses
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But why?
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• Each physics paper published by ATLAS is a (highly 
optimized) statistical data analysis with a single 
purpose (measure a parameter, verify if a new 
particle exists, …). Each analysis usually takes 2-5 
years to be published

• An immense amount of effort (brains and 
computing) have been devoted to try to understand 
if the results of a paper can be re-use/re-
interpreted/re-analyzed since it takes so much 
effort to publish every single result.

• These efforts have only been partially successful. 
The reality is that most analysis are so optimized 
(blame ML) that efforts to re-interpret the result are 
almost impossible. Of course, we still do generic 
analysis and those are the cases where re-
interpretation has been successful.



• We are changing what we consider the product of our analyses:

surrogate ML model

What is so new?
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simulation

data
surrogate ML model

The ML 
model is our 

result.

process prediction

How it is used:

unfolded data

The ML model can be used to make unfolded  comparisons using any observable. 

The choice of observable can be made even after the paper has been published. 



experimental ML model

What is so new?
• These papers present changes in what we consider the product of an analysis.
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simulation experimental ML model

data parameter 
measurement

How it is used:

theory ML modelprocess prediction 

The ML 
model is our 

result.

theory ML model

The ML model can be used to measure any parameter. 

The choice of parameter can be made even after the paper has been published. 



Change in perspective
• These papers presented full analyses (unfolded observables and parameter estimations) and represent a 

first step towards the idea presented in the previous slide. 

• In theory, those same analyses can be used to optimally perform any unfolded comparison (not only the 
24 distributions presented) and any parameter estimation (not only the signal strength presented).

• These general ideas have not been fully implemeted yet. There are still practical and open questions.

• For instance:
– How exactly do we publish the ML model? 
– How do we instruct the readers to use it correctly?
– (in the case of parameter estimation), how do we publish our data? (add open data discussion here)

• But the point of this presentation is really what allowed these analyses to exist. It’s more a “looking back 
to look forward”.
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What were the challenges?
• I will focus on the parameter estimation 

paper, since I know that one more closely.

• The ML models we built are quite large 
and quite complex. 

• We were very fortunate to partner with 
the ATLAS-GCP (Google Cloud Platform) 
project, which provided infrastructure to 
perform distributed GPU analysis.

• In many ways, it was the existence of this 
infrastructure that allowed us attempt to 
do novel type of analyses and find novel 
ways to explore our data with ML
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Distributed analysis in GPU
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• The R&D for the analysis was all done using PanDA based on the Kubernetes infrastructure presented 
below (charts copied from Fernando’s slide during CHEP 2023)

• The infrastructure allowed for the training, optimization, and validation of very complex ML models



Workflow
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Real usage of GPU during R&D
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ML model optimization/validation
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Analysis facilities
Unfortunately, at some point, the ATLAS-GCP project ended. We were able to complete the R&D phase, 
but a lot was still needed for the analyses to be completed/reviewed/approved (still on going).

We were able to find similar infrastructure in non-ATLAS analysis facilities. 
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What infrastructure exactly?
The ATLAS-GCP project and the analysis facilities in these universities provided distributed 
computing resources with unusual capabilities (O(500-1000) simultaneous jobs) 
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Distributed GPU nodes

Distributed high-memory (500+ GB) CPU 
nodes



Looking forward
• The take-home message is that new computing resources can enable new form of analysis.

• We haven’t seen many innovation in analysis methods for a long time now and these two 
papers from last year show that it is possible to leverage ML in ways that we haven’t yet.

• But, for that to happen ADC has to be ready to work with analyzers to provide custom 
computational resources for dedicated analyses.

• I think that the ATLAS GCP project was unique and very successful. We were able to 
communicate the resources needed for each development stage and the resources were 
readily available. Unfortunately, this does not exist anymore.

• The project did not have a duration compatible with a typical ATLAS analysis.

• Can we develop long-term, flexible distributed computing infrastructure? 

• We would be able to do much more with our data.
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Questions
• Let me start: “oh, but this is expensive”

– True, it is expensive. The question here is if this is less expensive than producing 
hundreds of papers with short shelf-life and that will never be used or cited again.

– I think not.

• Any other question?
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