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Designing “open” AI

I am the co-founder of Pleias, 
a new French company 
dedicated to open science 
LLMs exclusively trained on 
open sources under 
permissible licenses. We will 
release next week the largest 
open pre-training dataset with 
from multiple open data 
sources (open code, open 
science, open cultural 
heritage, etc.)



Are we ready to automate math?

In September 2024, OpenAI 
unveiled its latest frontier 
model, O1 which is claimed 
to “exceed human PhD-level 
accuracy on a benchmark of 
physics, biology, and 
chemistry problems” and 
pass the Math olympiad.



Are we ready to automate math?

Yet, O1 is unable to solve a 
much simpler problem: out of 
two numbers, 9.8 and 9.11, 
which is the largest? The 
advanced thought process 
(costing a few seconds more 
of inference) seems more 
akin to the reasoning of a 
five-year old children than a 
phd in mathematics.



Are we ready to automate math?

What is the problem here? We don’t select the right words or the right tokens during 
the generation time. New frameworks like Entropix manage to solve this issue with a 1 
billion parameters open model (Llama-1B) and… physic-inspired math.
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Special, splitted, untrained

The problem with tokens



What LLMs actually see.
Large Language models are not 
trained on actual words or letters 
but on “tokens” that can be either 
full words, sub-words, letters or 
even pieces of bytes.

The current design of tokens is 
basically a compromise between 
the maximum number of information 
units a model can manage (from 
32k to 256k) and the most efficient 
text representation (also called 
“compression ratio”)



What LLMs actually see.
Tokenizer were originally invented 
to deal better with non-western 
scripts, as the original concept was 
created for Japanese [Mike Shuster 
& Kaisuke Nakajima, “Japanese 
and Korean Voice Search”, 2012]. 
Paradoxically, they are today a 
major source a language bias: 
LLMs simply cost more and are less 
performant when you use then in a 
non-English language or, even, in 
major world languages like Hindi.



The issue with numbers

Figure are tokenized using 
sometimes specific rules (with a 
“pre-tokenizer”): with llama, each 
number in the 0-999 range is its 
own token. OpenAI norm is unclear 
but seems to follow on the same 
pattern. 

This means that 9.9 is made of 9, . 
and 9, while 9.11 is made of 9, ., 
and 11 as a whole which intuitively 
adds to the confusion.



The issue with numbers

Three-figures is just one possible 
strategy. 
• Simple BPE will be a mix of figures 

of arbitrary sizes that are at least 
“well-trained”.

• Single-digit split was implemented 
in llama 1, but dropped since then 
probably due to the negative effect 
on compression ratio).

• More recently, Claude (?) seems to 
have implemented a Right-to-Left 
tokenization by keeping the first 
figure smaller

BPE

1-digit

3-digits

R2L



The issue with numbers

A recent research project of 
LLM explainability 
(Transluce) showed that   
token embeddings for 
figures are simply too 
polysemic. 9.11 
simultaneously awoke the 
World Trade Center attacks, 
chemical compounds and… 
bible verses and chapters. 
LLM are doing math with 
apples and oranges…



Untrained tokens

An even more extreme case 
of failing meaning: untrained 
tokens. Theses are tokens 
overseen in the token training 
data but largely missing from 
the actual training data: that’s 
the infamous 
"_SolidGoldMagikarp" effect. 
This could typically happen for 
some 3-digits compound and 
break the overall logic.



Special tokens

Finally the latest generation of 
LLMs also uses special or 
meta tokens to steer the 
generation of text in a specific 
direction and to let the model 
extrapolate in more detail. O1 
has a thinking step and 
Claude uses <antthinking> as 
a special token for its internal 
monologue and we can hack 
into it to reinforce a reasoning 
direction.



Inference scaling - problem scaling

Once we take into account the 
inherent limitations of token 
representations LLM actual 
reasoning looks very brittle. 
Number comparison is 
relatively simple and we can 
only guess there is a 
compounding effect once we 
scale to professional-level 
math. Are all the benchmark 
accomplishments anything 
more than… memorization?



How we select tokens?

(With physics math)



Large Language Models as composite models

Standard LLMs are 
actually composite 
models. There are the 
token embeddings that 
are sill largely a NLP 
artifact. There are 
multiple layers of 
weights dealing with the 
attention mechanism. 
And there are the “raw” 
outputs which are… a 
physics problem.
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Large Language Models as composite models

After being prompted, 
an LLM does not return 
one token but… all 
tokens. With Smollm 
(the Small Language 
Model from 
HuggingFace) this 
means… 49152 tokens 
at each generation time 
with their own grade 
(the logit)
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Large Language Models as composite models

A simple way to deal with 
logits could be to simply take 
the first one. This is a 
deterministic generation, 
which will always yield the 
same text for the same 
prompt, which is not 
necessarily a desirable effect: 
to be usable for a 
conversation, an LLM has to 
include some variation and 
become… a stochastic parrot.

MR PIERRE-CARL LANGLAIS GIVES A TALK 
ON ENTROPY AND LANGUAGE - Jan 1. 1873 

The French researcher Mr. Pierre-Carl Langlais, 
who has been working on the topic of entropy 
and language for many years now (see his book 
"La langue et le langage" published in Paris by 
Hachette), gave a talk at our meeting last year 
about this subject that was very interesting to us 
all because it is one we have not discussed 
before: he spoke from memory but with great 
clarity; I will try here briefly summarize what 
happened during my visit there as well...

Example of deterministic generation with our 
new model being trained.



Large Language Models as composite models

Instead a common approach 
is to transform the logit into 
“probabilistic values” with a 
heavier weights given to the 
most likely one to avoid 
getting too much variation. 
That’s where we use the 
classic statistical mechanic 
function, softmax — or in 
reality a modified softmax to 
better deal with negative logits



Large Language Models as composite models

At each generation time, the 
model sample a token with a 
weighted randomness. This 
means that an unlikely token 
can still appear occasionally 
and shift the direction of the 
discourse even though it will 
naturally converge to the most 
frequent ones.
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Large Language Models as composite models

LLMs come with a few hyper 
parameter to control this 
generation but they are fixed 
and do not take advantage of 
the evolving information at 
generation time. The most 
important one comes straight 
from the softmax roots in 
thermodynamics: the 
temperature. In an LLM context, 
a higher temperature will flatten 
the logit distribution.



The entropy switch

Toward flexible generation strategies



A shift in vibes

Over the past months, several research projects have converged to rethink token selection 
by letting the model adjust the hyper parameters at inference time.

Veličković et al. Minh et al. xjdr, doomslide et al.



Adaptive temperature

"Softmax is not enough" is the 
most straightforward rationale 
for enhanced token selection. 

It leverages a measure of 
entropy to create an “adaptive 
temperature” strategy: 
basically the model becomes 
more or less creative 
depending on the logit 
entropy.



Adaptive min-P

Min-P Sampling relies on 
another adaptive hyper 
parameter: the number of 
token sampled. It basically 
allows for a wider selection 
when the model is uncertain.

Min-P Sampling is to date the 
only method that has been 
systematically evaluated, 
showing real gains of 
capacities for math.



The paths of entropy

Entropix is the most 
complex implementation of 
this approach to date: it 
combines multiple token 
sampling strategies that 
can be "unlocked" based 
on the past distribution of 
logits (entropy and 
variance of entropy or 
varentropy).
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The paths of entropy

Theses strategies can include a reasoning step based on a “pause” token — which 
can simply be… repurposed untrained token (like the llama special tokens that have 
been unused for training).
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The paths of entropy

Formal evaluation is one 
of the most difficult step 
at the moment: due to 
the lack of past research 
on sampling, there is not 
proper baseline, and the 
increased complexity of 
evolving 
hyperparameters and 
reasoning steps.



What about training?

From sampling to loss selection



Discussion




