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Reminder

- The jobs submitted must be run manually and approve by organizer team in
the systems. Please inform us the time you want to run the hackathon.

- We will create a Indic for all events https://indico.cern.ch/category/19105/

- Please let me know once the date is decided. (Yuan-tang Chou
ytchou@uw.edu)

- Avoid running event during NERSC Perlmutter maintenance [Link] Next one is
12/18/24!

- Poster template: [Link]

- Google forum template [Link]

- Slack channel for local organizer support:
https://hdrecosystem.slack.com/archives/CO/UJUWT1DS



https://indico.cern.ch/category/19105/
mailto:ytchou@uw.edu
https://www.nersc.gov/live-status/motd/
https://docs.google.com/presentation/d/1nmrlU4ASdpSN0KTWn9g7cW6KB-HRFNIZ9UmzdIDrxC8/edit?usp=sharing
https://docs.google.com/forms/d/1rgAMUb2_7L5RuoDSA4u3fDdB74pTgxZfNa1EvHIPTrY/edit
https://hdrecosystem.slack.com/archives/C07UJUWT1D5

1. Login or Create Account on Codabench

Get Started

-+ Challenge Overview

B Datasets

NSF HDR A3D3: DETECTING
ANOMALOUS GRAVITATIONAL
WAVE SIGNALS

ORGANIZED BY: A3d3hdr
CURRENT PHASE ENDS: January 17, 2025 At 1:00 AM GMT+1
CURRENT SERVER TIME: November 13, 2024 At 2:44 PM GMT+1

Docker image: gher.io/a3d3-institute/hdr-image:latest W

=]
Oct 2024 Nov 2024 Dec 2024 Jan 2025
Phases My Submissions Results Forum
Overview

. PARTICIPANTS



2. Download Dummy Submission

Get Started Phases My Submissions Results Forum ?
- Challenge Overview
B Datasets Starting kit and example submission
—T # Starting kit and sample I
submission Startlng klt
4 Timeline A Google Colab notebook is provided for the participant to explore and train new ML models. The participant is encouraged
to copy and make modifications for their own training.
Terms

CC Open in Colab

€3 Example Submission

rsions of TensorFlow/PyTorch/Scikitlearn/etc. An example of the intended format of

a submission is:



3. Register in the Competition

}

Get Started Phases My Submissions Results Forum

You have not yet registered for this competition.

To participate in this competition, you must accept its specific terms and conditions. This competition does not require approval, once you register, you will
immediately be able to participate.

| accept the terms and conditions of the competiti

=




4. Submit Dummy Submission

Get Started Phases My Submissions Results Forum
Development Phase Final Phase ?
(2] Number of submissions used for the day Number of total submissions used
0 out of 500 0 out of 1000

Submission upload

\ Submitas: 2
Yourself -

¢

ID# v  File name Date Status Score Detailed Results Actions

No submissions found! Please make a submission



5. Check results in the leaderboard

}

Get Started Phases My Submissions Results Forum
Development Phase Final Phase
&
Q e
Results -‘a
Task: Test your AD algorithm
# Participant Entries Date ID Prediction score Duration Detailed Results
@ nmuttivac 1 2024-10-18 15:42 93065 0.0 n/a ®




6. Check out the starting kit

Get Started Phases My Submissions Results Forum

- Challenge Overview

Starting kit and example submission

H Datasets
# Starting kit and sample
_> i . .
submission Startlng kit
4 Timeline A Google Colab notebook is provided for the participant to explore and train new ML models. The participant is encouraged
to copy and make modifications for their own training.
Terms
Files

&4 Example Submission

Models must be trained on up-to-date versions of TensorFlow/PyTorch/Scikitlearn/etc. An example of the intended format of
a submission is:

import tensorflow as tf



7. Starting kit as a Google Colab Notebook

% HDR Challenge LIGO.ipynb ¥

533 2, Share
File Edit View Insert Runtime Tools Help Changes will not be saved

+ Code + Text Copy to Drive Connect Highf,w, v + Gemini

Voo @@
v Download the data

Before running the followiing cell, go to the Challenge page htt vww.codabench.org/competitions/2626/ — Files and download the
Dataset.zip. Once downloaded, unzip it, you should have a Dataset folder now with three different files inside.

Afterwards, load the data to this notebook by clicking ® sign on the left sidebar. Drag and drop the files there. It might take some time to
upload the data to the notebook.

Now let's load the data and inspect the data, starting with the necessary inputs!

import os
import numpy as np

import tensorflow as tf
from tensorflow import keras
from tensorflow.keras import layers

from matplotlib import pyplot as plt

£ rom




8. Get Public Data

o
Oct 2024 Nov 2024 Dec 2024 Jan 2025
Get Started Phases My Submissions Results Forum ?
- Challenge Overview
H Datasets Download Phase Task Type Size
' Starting kit and I . .
ibmai;'{;% dicteiailes solution @ 04-09-2024 19:28 Development Phase Test your AD algorithm Solution 522 B
L Timeline
Dataset Development Phase - Public Data 473.26 MB
Terms

—_—T Files



9. Checkout example submissions

e/sc | example_submissions / () Add file ~

.) Advaith Anand and Advaith Anand optional requirements testing a8aa274 - 6 months ago (Y History

This branch is 30 commits ahead of katyagovorkova/HDRchallenge:main . i1 Contribute ~ & Sync fork ~

Last commit message Last commit date

full_pretrained_example restructured repo moved example submissions 6 months ago
pretrained_direct restructured repo moved example submissions 6 months ago
pretrained_new dynamic requirements 6 months ago
tf_reqgs optional requirements testing 6 months ago
transformer_new_tf dynamic requirements 6 months ago

trivial_submission restructured repo moved example submissions 6 months ago




11. Code submission structure [Example]

import tensorflow as tf
import json
import os

class Model:
def __init_ (self):
# You could include a constructor to initialize your model here, but all calls will be made to the load meth

self.clf = None
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predict(self, X):
# This method should accept an input of any size (of the given input format) and return predictions appropri

=
=

-
N

preds = self.clf.predict(X)
print(preds)
return preds

e e
o U A W

load(self):

# This method should load your pretrained model from wherever you have it saved

o
0 ~

with open(os.path.join(os.path.dirname(__file__), 'config.json'), 'r') as file:

for line in file:
self.clf = tf.keras.models.model_from_json(line)
self.clf.load_weights(os.path.join(os.path.dirname(__file__), 'model.weights.h5"'))

[*] Do not zip the whole folder. Select the model.py and relevant files to make the tarball

[*] Follow the example to load your model. Avoid hard-coded path to model weight


https://github.com/a3d3-institute/HDRchallenge/blob/main/scripts/example_submissions/pretrained_new/model.py
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