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Outline of the talk

• Motivation
• Possible Methods
• Data
• Main Problem – Accuracy
• Most Important Contributions to Measurement Error
• Measurement 
• The Result
• Summary

(maximum likelihood template fit) 



WHY TO
MAESURE !" ?



HOW TO MEASURE !"?
W→ $% ( −ℎ)*+ ,-. /012*34)56, 8+9 +5+3*: ;10$+)
= → >% is the choice
but W can not be fully reconstructed because of neutrino L
Transverse mass  

!"? = 2B?
CB?DEFF 1 − 14;ΔIJK

B?DEFF is a problem at LHC because of a large
number of pp collisions 

B?C distribution and  the Jacobian peak is the solution !!!

LML



Jacobian peak – in colliding !"! CM frame
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CMS measurement of #$ is based on a fit to 
the measured %&', )', *' distributions using 
simulated templates of + → -. signal and most 
background processes





The real challenge for this !" measurement 
is its accuracy. To achieve it CMS:

• Use 2016 well understood CMS 13 TeV pp data : 16.8 fm-1 

(~25 interactions per crossing)
• Measure #$% distribution with highest precision possible 
• Prepare with Monte Carlo the most precise and credible 

templates for &%, #$% distributions
• Use 4B fully simulated events, > 100M selected ( events,

special computing
• Extracted!" from profile likelihood fit to muon 

&%, #$% , )ℎ+,-. distributions (48 & bins [-2.4,2.4] and 30 #$ bins 1 GeV wide)
with precise and credible error determination !!!



Which means special care was paid to following 
subjects :

• Event samples and selection criteria
• Efficiency corrections
• Hadronic recoil calibration
• Non-prompt background determinations
• Muon momentum calibration
• Modeling of the ! and " transverse momentum distributions
• Modeling of the angular distribution in ! and " leptonic decays
• Parton distributions functions
• Impact of missing higher order EW corrections
• Additional validations of theoretical modeling    ./.



• Helicity fit 
• ! − #$%& ' and ! mass measurements
• Measurements of ()* −()+

• Results with alternative parton distribution functions

• Sufficient computer power
- no CERN GRID, two devoted computers (MiT+Italy?)
- TENSORFLOW software package

to make the () and ! − #$%& (, fits computationally 
feasible and numerically stable with more then
2000 bins and 4000 nuisance parameters

- ……….  (See CERN Data Science Seminar by David Walter on 16.10.2024) 

All this was done with:











This is 

BLINDFOLD ANALYSIS
• First determine what the errors will be
• Then extract !" with the fit to the data 

So look at the sources of errors 
and try to find the way to diminish them



Hadronic recoil calibration
How to improve modeling of !"#$%% ?
- With DEPMET (ML)
!"' measurement and (" distribution?
- define
⊥ *+, ∥ components of hadronic recoil along . momentum are 
parametrized as a function of the
reconstructed !"'' (both for
reconstructed and simulated events)

- Use measured . → 00 events
- Map simulation to the . data, derive 

the corrections
- Apply these corrections to 1 → 02

events



Non-prompt background determination
• Main source in-flight decays of heavy flavor hadrons
• Evaluation – with data from sideband regions (in ! isolation and

inverse "# )
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??  Nonprompt background
In the signal region ??
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• Y is defined by ratios of A,B,C,D,X in each bin of '#(, *( +,- .ℎ+01%



• Nonprompt contribution in each sideband is smoothed in !"#
with exponential of third order Chebyshev polynomial.
(polynomial coefficients are used in error determination.)

• Validate above procedure with simulated non-prompt events in 
$ region. Agree with ABCD result within 0.8 factor

• Finally validate ABCD with events enriched  with non-prompt
from secondary vertex. 2% agreement between data and 
simulations.

• Uncertainty in %& from non-prompt background
estimated 3.2 MeV
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Muon momentum calibration

Standard CMS
reconstruction
à
as on nanoAOD



Muon momentum measurement
• Muon must have isolated, reconstructed 

track in tracker and muon detectors 
• Muon momentum inferred from the

track curvature.
• For !"measurement track curvature

is determined by silicon pixel and strip
detectors

• Muon system used only for triggering
and identification 

• Strategy: calibrate with quarkonia, 
validate with #$ mass.



Alignment part:
1. standard pattern recognition + Kalman filter fit
2. Refit with Continuous Variable Helix
• Continuous energy loss
• Multiple scattering from finite material elements
• Material model + GEANT4 propagator
• Measured magnetic field map (on the ground level)

+Calibration part:  
3. Generalized global correction procedure
• Further small corrections to above
• 6 parameters per tracker module, fit to sample of !" # →
%%

Muon momentum calibration



4. Residual corrections 
• include “weak modes” (subdetector skewness)
• include non Gaussian !" # shape
fits to !" # → %% dimuon mass distribution binned in 4-dim 
space + - &'( )(

àcorrections to &'( in )( bins 
5. Validation
• use scale from global correction as for !" # → %% , 

then 
fit to * → %% and apply the corrections to           

simulated muons 

Muon momentum calibration/validation



! = ⁄$ %&
'(
( = )*+ − -*+! +q

/01
(

Validation of muon momentum calibration

)*+ - correction to 
magnetic field
-*+ - energy loss
2*+ - alignment







Simulation framework for !"# spectra:
• MiNNLOPS –state of art calculations in QCD including resummation of 

log enhanced contributions at small !"# and model for 
nonperturbative effects there

• SCETLIB – performs !"# resummation using soft-collinear effective 
theory

• DY-TURBO – Drell-Yan calculations NNLL combined with NNLO

SCELTLIB matched with DY-TURBO allows for N3LL+NNLO accuracy

Result: statistical power of the MiNNLOPS while improving its accuracy
at small !"#



Simulation framework for !"# spectra:

Calculations with other libraries:
DYTURBO, MATRIX+RadISH and CuTe-MCFM 
predict shifts in $% within SCETLIB+DYTUTBO uncertainties 

REMARK !!!

CMS is the first experiment which for $% measurement 
deduces !"% spectra from data validated !"%MC rather then 
from measured !"& spectrum



Estimation of the theory uncertainties 

But calculations are approximative and one has to determine their
uncertainty  
• For fixed order calculations – changing SCENTLIB+DYTURBO

parameters (!", !$scales)  (correlation not included)
• For perturbative uncertainties in resummed predictions – with

Theory Nuisance Parameters (TNS) (correlations included)
• ……….

TNS exploits known all order perturbative structure of resummed
calculations



Estimation of the theory uncertainties 

Nonperturbative and resummation uncertainties have the largest impact 
on !"# distribution in the Jacobian peak region, most sensitive one to $% value







Parton distribution functions

How to chose PDT ?

• For given PDF make the !",!$ analysis with pseudo-data
from another PDF.

• Check if obtained !" is within uncertainty of the tested PDF

Only CT18Z, CT18 and PDF4LHC passes this test

CT18Z fits best to the data  
Uncertainty from PDF in !% = 4.4 )*+

CD18Z, NNPDF3.1, NNPDF4.0, CT18, MSHT20, PDF4LHC21 considered



Parton distribution functions

CT18Z PDF 
is the choice
Uncertainty from PDF 
in !" = 4.4 &'(



! boson mass from dimuon mass distribution
Binned maximum likelihood fit to the dimuon mass distribution 

Final validation of calibration/
uncertainties

"#
$$ −"#&'( = 2.2 ± 4.8 /01

As ! → 33 involved in calibration
validation, this result does not
qualify  for word averages



! − #$%& measurement of the ' boson mass

From binned maximum likelihood fit to ()*, ,*, -** distribution
of selected muons

./012345 = 91182 ± 7 =>?> ± 12 =@=> = 91 182 ± 14

./BCD = 91 188 ± 2.0G&H



• For the next step : extract the 
best fit values of nuisance 
parameters from !"# modeling   

14.



Validation of theory model

• From this plot à extract
systematic uncertainty

• Verify that they are 
consistent with those ↑
describing the "#$ modeling
from the % − '()* +$
measurements 



Consistency of the distributions obtained:
• From the direct !"## fit
• From the $ − &'() *+ fit
• From the data (both of them)
Confirms the robustness of the predic-
ions and uncertainty model as well as
ability of the !"#, -# distribution to
constrain the !". modeling in situ



Validation of theory model
Consistency above supports using same treatment for !"#
distribution in the $# extraction

!"%% ⇏ !"#

(!"%, )%) ⇒ !"#



Measurement of the ! boson mass





Measurement of the ! boson mass
From binned maximum likelihood template fit to the "#$, &$, '$
distribution

() = 80 360.2 ± 2.4 3454. ± 9.6 3734. 89:

() = 80 360.2 ±9.9 89:

in agreement with the EW fit and all experimental results
except CDF



The precise ! boson mass measurement as a test of the SM
Summary







!" measurement in agreement with SM prediction !!!

This is most precise !" measurement at LHC up to now

!" = 80 360.2 ±9.6 ,-.



THANK YOU  !!!



BACKUP













oun mathematics, physics A procedure to obtain a finite result
from a divergent sum (series) of functions, involving the 
integral transformation of another (convergent) function in 
which the individual terms defining the original function are
rescaled.











KALMAN FILTER

!" fluctuation parameters
∈" measurement errors
$" measurement of %"
%" track parameters







CMS



Short answer: The eigenvector with the largest eigenvalue is the direction along which the 
data set has the maximum variance. Meditate upon this.
Long answer: Let's say you want to reduce the dimensionality of your data set, say down to 
just one dimension. In general, this means picking a unit vector u
, and replacing each data point, xi, with its projection along this vector, uTxi. Of course, you
should choose u so that you retain as much of the variation of the data points as possible: if
your data points lay along a line and you picked u orthogonal to that line, all the data points
would project onto the same value, and you would lose almost all the information in the data 
set! So you would like to maximize the variance of the new data values uTxi. It's not hard to 
show that if the covariance matrix of the original data points xi was Σ, the variance of the new
data points is just uTΣu. As Σ is symmetric, the unit vector u which maximizes uTΣuis nothing
but the eigenvector with the largest eigenvalue.


