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@ The discovery of the Higgs and the precise measurement of its mass
provides the complete set of inputs needed to overconstrain the Standard
Model

@ Recent CDF measurement in significant tension with SM prediction and
other measurements

J. Bendavid (MIT)

CMS myy, Measurement



HOW TO MEASURE my,?

W- lv (@qq —huge QCD background, jet energy scale)
W - YV s the choice

but W can not be fully reconstructed because of neutrino ®
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Figure 3.10: An example of transverse mass Jacobian peak measured at

p? distribution and the Jacobian peak is the solution !!!



Jacobian peak - in colliding qg CM frame

E>>my, E, = E, = 2p* =my,
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CMS measurement of my, is based on a fit to
the measured (ph,n*, q*) distributions using
simulated templates of W — uv signal and most
background processes



«10% 16.8fb~' (13 TeV)

T T
Prefit } Data E Zly* s ppitt
q¥=+1 EE W:opv m WEo v
I Nonprompt Hl Rare

Events/GeV

o
@
e
2
(p¥ . n¥) bin
<105 16.8fb-' (13 TeV)
> : - - - . : . : - : - . : - . : T . : - . : - . —
8 P:eﬁt { Data N Ziy* - ppitt ]
[ q¥=-1 . Wy Wt ]
3 Bl Nonprompt HE Rare
- S T
5] Pred. unc.
< }
S 1.0 . ¥
8 d ‘ 1 L
0 200 400 600 800 1000 1200 1400
(pY , n¥) bin

Figure A.16: Measured and predicted (pk, n*) distributions for positively (upper) and nega-
tively (lower) charged muons. The two-dimensional distribution is “unrolled” such that each
bin on the x-axis represents one (pk,7#) cell. The gray band represents the uncertainty in the
prediction, before the fit to the data.



The real challenge for this my, measurement

IS Its accuracy. To achieve it CMS:
Use 2016 well understood CMS 13 TeV pp data : 16.8 fm!
(725 interactions per crossing)
Measure p. distribution with highest precision possible
Prepare with Monte Carlo the most precise and credible
templates for n#,p: distributions
Use 4B fully simulated events, > 100M selected W events,
special computing
Extracted my, from profile likelihood fit to muon
(ﬂ“»P# , charge) distributions (48 1 bins [-2.4,2.4] and 30 p, bins 1 GeV wide)
with precise and credible error determination !!!



Which means special care was paid to following

subjects :
Event samples and selection criteria
Efficiency corrections
Hadronic recoil calibration
Non-prompt background determinations
Muon momentum calibration
Modeling of the W and Z ftransverse momentum distributions
Modeling of the angular distribution in W and Z leptonic decays
Parton distributions functions
Impact of missing higher order EW corrections
Additional validations of theoretical modeling ./.



* Helicity fit

« W —like Z and W mass measurements

* Measurements of my,+ — my,-

* Results with alternative parton distribution functions

All this was done with:

* Sufficient computer power
- no CERN GRID, two devoted computers (MiT+Italy?)
- TENSORFLOW software package
to make the my, and W — like m, fits computationally
feasible and numerically stable with more then
2000 bins and 4000 nuisance parameters

— seesessees (See CERN Data Science Seminar by David Walter on 16.10.2024)
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CMS Experiment at the LHC, CERN
Data recorded: 2016-Oct-16 01:43:09.638976 GMT
‘ Run LS: 283307 / 557119483 / 306

tvenl




Event selection
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Straightforward single muon selection:
track quality criteria, loose transverse
impact parameter cut, and isolation

Selected events are about 90%
W — uv

Nonprompt background from
data-driven estimate

@ Mostly from B and D decays
with smaller contribution from
7w or K decay-in-flight

Prompt backgrounds from simulation
with all relevant
corrections/uncertainties

o W — 1v, Z — pp (mostly with
one muon out-of-acceptance),
Z — 77, top, diboson
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So look at the sources of errors
and try to find the way to diminish them



Hadronic recoil calibration

How to improve modeling of p7¥ss ?
- With DEPMET (ML)

H measurement and m distribution? g 1of— o8 (3T
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Non-prompt background determination

* Main source in-flight decays of heavy flavor hadrons
* Evaluation - with data from sideband regions (in uisolation and

inverse my )
?? Nonprompt background
ISO Data Data In the signal region ??
-sim. prompt -sim. prompt
Y

C D
Data P Data /]l Data
-sim. prompt 0 -sim. prompt 0 -sim. prompt mr GeV

NONISO
A B X

* Yis defined by ratios of A,B,C,D,X in each bin of pq’f, n* and charge



«  Nonprompt contribution in each sideband is smoothed in p;
with exponential of third order Chebyshev polynomial.
(polynomial coefficients are used in error determination.)

* Validate above procedure with simulated non-prompt events in
W region. Agree with ABCD result within 0.8 factor

* Finally validate ABCD with events enriched with non-prompt
from secondary vertex. 2% agreement between data and
simulations.

* Uncertainty in my, from non-prompt background
estimated 3.2 MeV
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Figure A.3: The observed data and the prediction of the extended ABCD method before the
maximum likelihood fit, for the pﬁf (left) and #n* (right) distributions, in a region enriched in
events with nonprompt muons obtained by selecting muons compatible with being produced
in a secondary vertex. Small contributions from events with a prompt lepton, evaluated using
simulated samples, are shown by the red histogram. The total uncertainties (statistical and
systematic) are represented by the gray bands.



Muon momentum calibration

Standard CMS
reconstruction
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Muon momentum measurement

Muon must have isolated, reconstructed
track in tracker and muon detectors _Tracker Material Budget |
Muon momentum inferred from the <o
track curvature. 18/
For my,measurement track curvature 18
is determined by silicon pixel and strip o
detectors i3
Muon system used only for triggering 08
and identification 08f

Strategy: calibrate with quarkonia, Z:
validate with Z° mass. ‘




Muon momentum calibration

1. standard pattern recognition + Kalman filter fit
2. Refit with Continuous Variable Helix
* Continuous energy loss
*  Multiple scattering from finite material elements
* Material model + GEANT4 propagator
*  Measured magnetic field map (on the ground level)

3. Generalized global correction procedure
* Further small corrections to above

* 6 parameters per tracker module, fit fo sample of ]/¢ -
1y



Muon momentum calibration/validation
4. Residual corrections
° include “weak modes” (subdetector skewness)
»  include non Gaussian ’/,, shape

fits to //,, — pu dimuon mass distribution binned in 4-dim
space + - pr. n¥
—>corrections to p# in n* bins
5. Validation
. use scale from global correction as for 7/, — uu ,

then

fit to Z » pp and apply the corrections to
simulated muons



Validation of muon momentum calibration

— 1/197"

x107*

©
T

[ CMS

H

p¥ scale
A (2]

I\)

O

16.81b™" (13 TeV)
8

+  X%ndf=24.2/24 ]

Jﬁ
ot ++++ '

2

L + Z-pp
-4r + Youp 1
+ Jpopp ]
aln Calibration uncertainty (scaled) ]
r Calibration uncertainty
_8 | U T T T ST S AN SN T T T NN ST ST ST S T

ﬂ*ﬂﬁﬂw ;

}.1 FTFFT

Figure A.4: Charge-independent (left) and charge-dependent (right) closure results from using
J/$, Y(1S), and Z events. The charge-independent closure plot shows an equivalent magnetic
field scale factor, while the charge-dependent closure plot shows an equivalent misalignment
term. The points with error bars represent the scale and statistical uncertainty associated with
the closure test, while the yellow band represents the corresponding statistical uncertainty in
the calibration parameters themselves, from the J/¢ calibration sample. The filled gray band
shows the scaled statistical uncertainty as described in the text. The calibration uncertainties
are fully uncorrelated from the Z and Y (1S) closure uncertainties, but very strongly correlated
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charge-independent charge-dependent
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Calibration is validated with T1s — pup and Z — pp in terms of B-field
and alignment-like residual parameters

B-field-like term for Z is consistent with zero within statistical
uncertainties, alignment-like almost so

Statistical uncertainty on calibration parameters from J /v scaled by 2.1
to cover all possible correlated patterns of bias across the detector from
any not-explicitly-accounted-for systematic effects
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Table A.1: Breakdown of muon calibration uncertainties.

Source of uncertainty Nuisance - Uncertainty
parameters in my (MeV)

J/¢ calibration stat. (scaled x2.1) 144 37

Z closure stat. 48 1.0

Z closure (LEP measurement) 1 1.7

Resolution stat. (scaled x10) 72 1.4

Pixel multiplicity 49 0.7

Total 314 4.8



Simulation framework for p; spectra:

* MINNLOyg —-state of art calculations in QCD including resummation of
log enhanced contributions at small p}; and model for
nonperturbative effects there

* SCETLIB - performs p; resummation using soft-collinear effective
theory

e DY-TURBO - Drell-Yan calculations NNLL combined with NNLO

SCELTLIB matched with DY-TURBO allows for N3LL+NNLO accuracy

Result: statistical power of the MiNNLO,s while improving its accuracy
at small pr



Simulation framework for p; spectra.

Calculations with other libraries:
DY TURBO, MATRIX+RadISH and CuTe-MCFM
predict shifts in my, within SCETLIB+DY TUTBO uncertainties

REMARK !l

CMS is the first experiment which for m;, measurement
deduces p¥ spectra from data validated pfMC rather then
from measured p# spectrum



Estimation of the theory uncertainties

But calculations are approximative and one has to determine their

uncertainty

* For fixed order calculations - changing SCENTLIB+DY TURBO
parameters (ug, upscales)

* For perturbative uncertainties in resummed predictions - with
Theory Nuisance Parameters (TNS)

TNS exploits known all order perturbative structure of resummed
calculations



Estimation of the theory uncertainties
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Nonperturbative and resummation uncertainties have the largest impact
on p¥ distribution in the Jacobian peak region, most sensitive one to my, value



What We Should be Doing.

N1+1LOZ Jcpredicted(a) — fO + fl a + f2(92) ()/,2

Parametrize the (leading) source of uncertainty fo = f2(02)

@ In terms of unknown but well-defined parameters 6,,, which are the
theory nuisance parameters (TNPs)

> Simplest: Use f- itself: f2(02) = 02

» Better: Account for known internal structure of f> (color, partonic channels, ...

@ Include the full parametrized next term in the prediction + f5(62) o

» Sufficient to include the next term, we always assume that expansion
converges, so fs is not yet relevant
(— We assume a renormalon-free series)

» When f2 becomes known (or tightly constrained), need to include fs

N2+1LO: fpredicted(a) — fO +f1a+f2 a2 +f3(93)a3

Finally: Vary all 8; to account for correctly correlated theory uncertainty

2024-04-16 | Frank Tackmann
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Theory Uncertainties via TNPs.

As before, except that now prediction depents on 6; (ignoring exp. NPs now)
ex —
V2ro; P 207

ML fits:  L(y,0;) = P(dly,0;) x ||

. [d _ fpredicted (y gz)]z (’U,z _ 97’)2
X2 fits: xP(y,0:) =) 4 = +) -
d Td i T

Important to distinguish what we need to estimate

@ We do not need a precise estimate of the true value of 8; (or f>)
» Often our best estimate for 6; will be u; = 0

» We can (and will) have f2(62 = 0) # 0

» |f we obtain nontrivial information on €; we can include it via w; #% 0

@ We do need to estimate o; of u; (the systematic “theory uncertainty”)
> i.e., how is @; allowed to vary

» For this purpose, it is sufficient to understand the generic size of f,
e.g. we can consider the most dominant contributions or limits

2024-04-16 | Frank Tackmann 17/25



Parton distribution functions
CD18Z, NNPDF3.1, NNPDF4.0, CT18, MSHT20, PDF4LHC21 considered

How to chose PDT ?

* For given PDF make the my,, m; analysis with pseudo-data
from another PDF.
* Check if obtained my, is within uncertainty of the tested PDF

Only CT18Z, CT18 and PDF4LHC passes this test

CT18Z fits best to the data
Uncertainty from PDF in m,, = 4.4 MeV



Parton distribution functions

CT18Z PDF
is the choice

Uncertainty from PDF 0975 %=

inm,, =44 MeV
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Figure A.8: Measured and predicted 5# distributions for selected W (left) and W~ (right)
events. The nominal prediction, obtained with the CT18Z PDF set, is shown in filled light red.
The uncertainty, evaluated as the sum of the eigenvector variation sets, is represented by the
filled band in the lower panel. The predictions using the PDFALHC21, MSHT20, NNPDF4.0,
and CT18 sets are also shown (without uncertainty bands).



Z boson mass from dimuon mass distribution

Binned maximum likelihood fit to the dimuon mass distribution

Final validation of calibration/

uncertainties
my," —mzP¢ = 2.2 +4.8 MeV

As Z — uu involved in calibration
validation, this result does not

qualify for word averages
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W — like measurement of the Z boson mass

From binned maximum likelihood fit to (p;,n*, q#*) distribution
of selected muons

my ke = 91182 + 7(stat) + 12(syst) = 91 182 + 14

m4,P% =91 188 + 2.0MeV



Figure A.17: Measured and simulated p} distributions, with the prediction adjusted according
to the best fit values of nuisance parameters obtained from the maximum likelihood fit of the
W-like my analysis. The solid and dashed purple lines represent, respectively, an increase and
decrease of mz by 9.9 MeV. The uncertainties in the predictions, after the systematic uncertainty
profiling in the maximum likelihood fit, are shown by the shaded band.
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Validation of theory model

et 16807 (18TeV)
* From this plot & extract L CMs Post { Daa
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systematic uncertainty
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Figure A.10: Measured and simulated p;" distributions in the Z boson events, with the norn
ization and uncertainties of the prediction set to the post-fit values. The gray band represe
the total systematic uncertainty.



Figure 2: Validation of the theory model: Unfolded measured p% distribution compared with
the generator-level SCETLIB 4+ DYTURBO predictions before (prefit, gray) and after adjusting
the nuisance parameters to the best fit values obtained from the W-like m fit (magenta) or

from the direct fit to the p%" distribution (blue).

Consistency of the distributions obtained:

* From the direct p" fit
 From the W — like m, fit

* From the data (both of them)
Confirms the robustness of the predic-
ions and uncertainty model as well as

ability of the (py,n*) distribution to
constrain the pj modeling in situ
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Validation of theory model

Consistency above supports using same treatment for py
distribution in the my, extraction

pr # pl

(pr,n*) = py¥



Measurement of the W boson mass
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Figure A.16: Measured and predicted (pk, n*) distributions for positively (upper) and nega-
tively (lower) charged muons. The two-dimensional distribution is “unrolled” such that each
bin on the x-axis represents one (pk,7#) cell. The gray band represents the uncertainty in the
prediction, before the fit to the data.



my Measurement

@ Now with all elements in place, on to the my measurement:

S oepe 16807 (5TeY)

‘3 7 CMS ot + Da:: v - . Impact (MeV
g - n’onpr;‘mm ; Source of uncertainty Nom}i)n Al ( Glollal
@ s = ey RS “Muon momentum scale 4.8 44
4 W Rare Muon reco. efficiency 3.0 2.3
8 W and Z angular coeffs. 3.3 3.0
2 Higher-order EW 2.0 1.9
! py modeling 2.0 0.8
: 0_“'I""I""I""I""I""I_ PDF 4'4 2'8
§1'°°2:_ = my£9.9MeV Pred. unc. } | 1 Nonprompt background 3.2 1.7
5 1.000 ety ++* T *_ﬁ, ‘14 Integrated luminosity 0.1 0.1
3 008k ! % MC sample size 1.5 3.8
g e Data sample size 24 6.0
pt (Gev)  Total uncertainty 9.9 9.9

@ For the nominal measurement, total uncertainty is 9.9MeV

@ Most precise measurement at the LHC and comparable to CDF precision

J. Bendavid (MIT)

CMS my, Measurement



Measurement of the W boson mass

From binned maximum likelihood template fit to the (p&,n*, q*)
distribution

my, = 80 360.2 + 2.4(stat.) + 9.6(syst.) MeV
my, = 80 360.2 +£9.9 MeV

in agreement with the EW fit and all experimental results
except CDF



Summary

The precise W boson mass measurement as a ftest of the SM

CMS
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Impact (MeV)

Source of uncertainty Nominal Global
inmy; inmy INmMy 1IN My

Muon momentum scale 5.6 4.8 53 44
Muon reco. efficiency 3.8 3.0 3.0 2.3
W and Z angular coeffs. 4.9 3.3 4.5 3.0
Higher-order EW 2.2 2.0 2.2 1.9
py modeling 1.7 2.0 1.0 0.8
PDF 24 44 1.9 2.8
Nonprompt background - 3.2 - 1.7
Integrated luminosity 0.3 0.1 0.2 0.1
MC sample size 2.5 1.5 3.6 3.8
Data sample size 6.9 24 10.1 6.0

Total uncertainty 13.5 9.9 13.5 9.9



my, = 80 360.2 £9.6 MeV
my, measurement in agreement with SM prediction !!!

This is most precise my, measurement at LHC up to now
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Magnetic Field Model

High granularity (33,840 space points) 3D
field map taken in 2006 (but on the surface

and without much of the detector)

NMR probes with relative accuracy better than 5e-5
and calibrated hall probes with accuracy of ~3e-4

TOSCA model+parameterization used for
track reconstruction reproduces field map
data to +-0.1% with some variation vs z
Possible future improvement: use the
(interpolated) field map data directly
Several NMR probes inside the solenoid (but
outside the tracking volume) for monitoring
Magnetic field in tracking volume known to
0.1% a priori
o Residual corrections at this level
not-unexpected
o Uniformity could possibly be improved
with direct use of field map data

o
o
@
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Model vs field map data at R = 0.1m (surface)

Source Field A (rel.)
Surface NMR (2006) 3.9176T | -8e-4
In-situ NMR (2008) 3.9206T O
In-situ Model Prediction 3.9181T | -6e-4

Model vs NMR Measurements at R =2.91m, z=-0.01m13



oun mathematics, physics A procedure to obtain a finite result
from a divergent sum (series) of functions, involving the
integral transformation of another (convergent) function in
which the individual terms defining the original function are
rescaled.

In the SCET formalism used here there are three perturbative ingredients in the pY. resumma-
tion: the “hard function” that describes the hard virtual corrections for W and Z production, the
“proton beam functions” that describe standard nonperturbative PDFs as well as perturbative
collinear radiation, and the “soft function” describing soft radiation. All these functions share
a system of renormalization group equations whose solution yields the all-order resummation
of logarithms of py. /my. In the TNP approach, the minimal independent set of ingredients that
would be needed at the next perturbative order are identified and parametrized in terms of
common nuisance parameters. Specifically, there are six sources of TNPs: the three fixed-order
boundary conditions of each of the hard, soft, and beam functions, and three anomalous dimen-
sions governing their renormalization group evolution, namely the cusp anomalous dimension
(I'cusp) and the virtuality and rapidity noncusp anomalous dimensions (y, and 7, ). The TNPs
of the hard and soft functions and the three anomalous dimensions are numerical constants.



Chapter 7 — Resumming fiducial power corrections at N°LL

we can expand eq. (7.133) in A,

Li(g.p7) 3 1 [* Ogree+pL)

Liw(e®) 4nv2QJo 7 arc, thL

This vanishes for all g; odd in ¢, which only leaves i = —1,0,2,3. This should be contrasted
with the naive LP result in eq. (7.134), which only receives contributions from i = —1,0.
The i = 2 contribution is proportional to the double Boer-Mulders effect, which we can
neglect, see the discussion below eq. (7.89). For i = 3 we have W3 ~ O()), see table 7.1,
which thus yields a linear power correction. Hence, we find the interesting effect that the
proximity to the Jacobian peak induces sensitivity to new hadronic structure functions at
O(A), which do not contribute at O(\) away from the peak region.

From eq. (7.137) it is evident that naively expanding in g7 near the Jacobian peak would
amount to expanding in gr/pr. which is not allowed. However, eq. (7.137) is only valid
near the peak, because by counting pr/Q ~ A we have expanded away the dependence on
k£ = 1+ O()), which is not allowed away from the peak. Hence, to cover the full range
of pé«, we must not expand in pr, while near the peak we must count ¢ ~ py, to avoid
inducing uncontrolled leptonic power corrections in gr/pr. Clearly, the simplest way to

gi(m/2,0) x [1+O(N)] . (7.137)

satisfy both requirements is to not expand at all and keep the exact result corresponding
to eq. (7.133).

Finally, note that the breakdown of the naive power expansion around pf‘ = Q/2 does
not immediately affect the leptonic tensor if we only consider a fiducial cut pZT > p!r"‘“, since

we can evaluate it as

- A C) N S L U Y ()
®r(g, pp" :/ dpf = —f/ dp . (7.138
T ppin T dpk. 8t Jo T apk, )

Thus, the leptonic power corrections in this case scale as gp/(Q — 2p'7‘?i“), and so as long
as p?i“ < Q/2, the effect of p}'i“ can be treated as a linear fiducial power correction as
discussed for the gr spectrum with fiducial cuts in section 7.4.2.

Numerical results

There are two key insights from our analysis of the differential pfr phase space. First, the
peT spectrum near the Jacobian peak is directly sensitive to the small transverse momentum
gt of the decaying vector boson. This causes fixed-order predictions to become unreliable
in this region, which is a well-known effect. Second, the strict g — 0 limit by itself cannot
describe the p4. spectrum in this region, which means the strict LP ¢y resummation is
also insufficient. Both problems are cured simultaneously by combining the exact leptonic
tensor, which encodes the exact decay kinematics and automatically retains all leptonic
power corrections, with the gp-resummed hadronic tensor, thus allowing us to obtain
physical predictions around the Jacobian peak.

We illustrate this in figure 7.10 for the p[T spectrum in W+ — £ty decays, where we
show the spectrum both at fixed order (left) and after resummation including fiducial
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Figure 7.10: Lepton transverse momentum spectrum for on-resonance W production at the LHC
at fixed order (left) and including the resummation of fiducial power corrections to N*LL (right).
The horizontal axes shows the distance to the Jacobian peak at p§ = myy /2.

power corrections (right). In both panels, the horizontal axis shows the distance of p%
to the Jacobian peak at péT = mw/2, and to avoid smearing out the peak we consider
the spectrum at a fixed point @ = my . The fixed-order spectrum (left) is shown at LOg
(green dotted), NLOg (blue dashed), and NNLOg (red solid). The LOg result corresponds
to Born kinematics and clearly shows the kinematic edge at P[T = @/2. Starting at NLOy,
the W boson can have nonvanishing ¢, which opens up the phase space beyond the edge.
However, in the vicinity of the edge, the fixed-order predictions become unstable due to the
sensitivity to small ¢p, which is clearly visible by the diverging NLOg and NNLOy curves,
and in particular by the sign change between NLOg and NNLOg at p§~ ~Q/2.

In the right panel in figure 7.10, we show the resummed p4 spectrum at NLLOHE
(green dotted), NNLL X ¢ NLOg (blue dashed), and N*LLC X NNLOg (red solid). The
resummation including leptonic power corrections cures the unphysical behaviour of the
fixed-order results, yielding a well-behaved spectrum in the full p% range, with a resummed
Sudakov shoulder at pé. ~ my/2. Note that the cross section beyond the edge is already
populated at NLL+) without any fixed-order matching. We stress that without including
the exact leptonic tensor, the resummation would only affect the region p% < mw/2,
and not cure the peak region. In fact, the results with strict LP resummation would
look very similar to the pure fixed-order results, with the N*LL() +NNLOy essentially
indistinguishable from the pure NNLOg result.

This is the first time that resummed N*LL results for the pf. spectrum are presented, and
we observe extremely good perturbative convergence, with the results at NNLL(+E) { NLOg
and N*LLO+) 1 NNLOy falling on top of each other. We leave a more detailed phenomeno-
logical analysis of the pf. spectrum to future work.

7.4.4 ¢* spectrum

The ¢* observable was first proposed in ref. [497], extending earlier work on the ap observ-
able [498, 499]. Both observables are sensitive to small g7, but promise better experimental
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perturbation theory contains physical information, namely, that the most divergent contri-
bution from an additional emission arises from the limit where it becomes simultaneously
soft and collinear.

Resummation

The result in eq. (1.6) is problematic because for 7cye < 1, the double logarithms of 7eyt
become large and overcome the suppression by «y, so the perturbative series diverges and
cannot be truncated. To arrive at any meaningful prediction, we must find a way to
reorganize, or resum, the perturbative series. To do so, we retain to first approximation
only the most singular leading logarithmic (LL) terms m = 2n. Using the fact that eq. (1.4)
holds recursively for every subsequent emission, one can show that the coefficients satisfy
Chan = (—C)"/n! with C' > 0 a constant that depends on the charge of the primary
emitter. (A pedagogical derivation can be found in ref. [38].) These are the coefficients of
an exponential series, so we find

0 (Teut) = o exp[—(]as In? Tc..',:l + (terms with m < 2n) + O(7eut) - (L.7)

This result is known as the Sudakov form factor [39], and is perfectly convergent for 7cy, — 0,
where it tends to 0. It is the basis of the most elementary type (C) predictions: These
so-called parton showers [40] recursively add emissions in a Markov process using eq. (1.7)
as the probability for no emission to occur above a given cut. It is important to realize
that eq. (1.7), despite being an all-order result in «y, is only the first term in a systematic
expansion to higher logarithmic order, and on its own is essentially as precise (or imprecise)
as a leading-order calculation in the cases where fixed-order perturbation theory converges.

To increase the precision of this result, we should include the next-to-leading logarithmic
(NLL) terms m = 2n—1, the next-to-next-to-leading logarithmic (NNLL) terms m = 2n—2,
and so forth. Many methods exist to extend the analytic resummation to subleading loga-
rithmic orders. They all rely on the principle of factorization, i.e., a systematic separation
of the dynamics at the low energy scale 7.,+Q. where soft and collinear radiation is emitted,
from the hard production process that occurs at the scale Q > 7., Q. Specifically, we will
make use of effective field theory in this thesis to make the separation of scales manifest at
the level of the cross section.

The drawback of all these methods is that they only apply to type (A) predictions in
the presence of, typically, a single experimental constraint. A common theme of this thesis
is the extension of these analytic resummation methods to more differential observables. In
this way, realistic experimental observables that could previously only be computed using
parton showers can now systematically be computed to higher logarithmic orders for the
first time, extending the range of observables that can benefit from precise analytically
resummed type (A) predictions. In other cases, a component of the calculation that would
otherwise have to be calculated in an expensive type (B) calculation can now be evaluated
in much shorter time using our results.



+ Addimage

Fixed order QCD and resummation

In the perturbative regime these logarithms can become as
large as (breakdown of the PT below this limit)

1
L~ —
Qs
This makes “higher order” corrections as large as leading order
ones, i.e. (a,L)"L ~ o, L?

The PT series breaks down and the probability of the reaction
diverges logarithmically in the large L limit instead of being
suppressed

The resummation of the large logarithms to all perturbative
orders restores the correct physical (Sudakov) suppression and
rescues the predictive power of perturbation theory

5



What We Should be Doing.

fla) = fo+ fa a + foa® + f3a® + O(a?)

source of the theory uncertainty

7

|dentify the actual source of uncertainty: unknown f2, fs, ...

@ f(a)isonlyafunctionofaa = f,, are just numbers

» Simplest case

° f(a) = f(esz) = fn(x) arefunctions

» |If dominant/leading = dependence is known — can be reduced to previous

@ f(a) = f(asx1,x2y...) =  fun(x1,x2,...) are N-dim. functions

» Need honest/realistic estimate of an unknown function ...

2024-04-16 | Frank Tackmann




KALMAN FILTER

wy fluctuation parameters
€, Measurement errors
m; measurement of x;

Xy track parameters

One can understand the basic idea of the Kalman filter in the following way.
If there is an estimate of the state vector at time (location) j_1, it is extrap-
olated to time t; by means of the system equation. The estimate at time t;
1s then computed as the weighted mean of the predicted state vector and of
the actual measurement at time t;, according to the measurement equation.
The information contained in this estimate can be passed back to all previous
estimates by means of a second filter running backwards or by the smoother.

The main formulas for our linear dynamic system are the following:

System equation:

X = Fk “Xp—1 +Wg (23)

Measurement equation:
mr = Hip-Xi + &g (25)
E{s)} =0, covie} = Vi, = G (1<k<N) (26)

where the matrices @ and Vj represent the process noise (multiple scatter-
ing, bremsstrahlung, etc.) and measurement noise (detector resolution) re-
spectively. The details of )} calculation for the parameterization adopted in

NOMAD can be found in Ref. [10].



W ogélnosci funkcje struktury mozna przedstawi¢ w postaci szeregéw potegowych z para-
metrem rozwiniecia a,. Szeregl te zawieraja zaréwno cztony proporcjonalne do In 8—% jak 1 do
In % W rzedzie wiodacym standardowej ewolucji DGLAP (LO DGLAP) nastepuje resumacja
wkladéw logarytmicznych (agIn %%)" (patrz podrozdzial 2.4.2). W rzedzie nastepnym do wio-

dacego NLO DGLAP (Next-to-Leading Order) sumowane sa czlony a4(agIn 8—2)”—1 [28, 29],
0
ktore pojawiaja sie gdy pedy poprzeczne dwéch sasiednich partonéw wymienianych w kana-

le t nie sa silnie uporzadkowane lecz poréwnywalne, co powoduje utrate czynnika In Q; W
0

ostatnich latach przeprowadzono obliczenia poprawek w rzedzie nastepnym do niewiodacego

NNLO DGLAP (Nezt-to-Next-to-Leading Order) dla funkcji struktury Fy, Fy 1 F3 [30].

High density
region s
<& .,‘:\c@\
T
o O
1|27 T
x|z | CCFM
% gﬂ E Unconventional DGLAP
Z%| @ | Modified BFKL
DGLAP —

mQ°—»



Radiacja gluonéw kreuje niezerowy ped poprzeczny partonéw wymienianych w kanale ¢;
2

kazda emisja daje przyczynek proporcjonalny do oy [ L%‘ Oznacza to, ze wklad do tunkcji
t

struktury od diagramu drabinkowego o n szczeblach wynosi:

2
san
Q3

dk2 dk2
: / 2 (2.29)

Duze logarytmy w Q? wynikaja z wycalkowania po uporzadkowanych pedach poprzecznych
partonéw wymienianych w kanale t. W kazdym rzedzie n duze logarytmy In(Q?/Q3) kom-
pensuja malejaca logarytmicznie z Q? silng stala sprzezenia s, o In"(Q?/Q3) ~ 1. Dla-
tego tez, aby otrzymac skonczony wynik w rozwinieciu perturbacyjnym nalezy wysumowac
wszystkie diagramy z n rozciggajacym sie do co. Przedstawiony schemat obliczen nosi nazwe
przyblizenia wiodacych logarytméw (Leading Log Approximation, LLA), poniewaz kazdej po-
tedze n W o towarzyszy taka sama potega w In(Q?/QZ2). Obliczenia w przyblizeniu LLA sa

poprawne dla duzych Waltoéci Q? i niezbyt malych wartoéci z, zdefiniowanych warunkiem
as(Q?) ln— < as(Q?) ln z. Przyblizenie LLA nazywane jest réwniez przyblizeniem wspél-
liniowym (collinear approxzmatzon). Zaréwno wirtualnosci jak 1 pedy poprzeczne partonéw
wymienianych w kanale t s zaniedbywalne w poréwnaniu z twarda skala Q2 okreslona przez
wirtualnosé fotonu. Partony mozemy wiec traktowac¢ jako bezmasowe 1 poruszajace sie w tym
samym kierunku (wspélliniowo) co proton.

Przy wyborze skali pi, = py = p ré6zniczkowo-catkowe réwnania DGLAP, opisujace ewolu-
cje w pu? rozkladu partonéw f(z,u?), mozna zapisaé symbolicznie:

of O‘S(ﬂQ)
Il 2 ~ - (P® f), (2.30)

skali renormalizacji i faktoryzacji, p2 = /Lfc = p? = Q*+4pj,



tion criteria. For ATLAS analyses, a common muon isolation criterion has been defined as

follows[13]:
e number of tracks in cone 0.2 < 2

e cnergy deposit in the electromagnetic calorimeter < 2GeV, inner cone: 0.075, outer
cone 0.15

e energy deposit in the hadronic calorimeter < 10GeV, inner cone: 0.15, outer cone 0.30.

CMS

defined as
| + 0
Ipp = — ZP—l} +ZP’{~+ZP!} ; (5.4)
PT 5= Y h0

where the sums run over the charged hadrons (h*), photons (), and neutral hadrons (h®) with a
distance AR to the lepton smaller than either 0.3 or 0.5 in the (7, ¢) plane.



Short answer: The eigenvector with the largest eigenvalue is the direction along which the
data set has the maximum variance. Meditate upon this.

Long answer: Let's say you want to reduce the dimensionality of your data set, say down to
just one dimension. In general, this means picking a unit vector u

, and replacing each data point, xi, with its projection along this vector, uTxi. Of course, you
should choose u so that you retain as much of the variation of the data points as possible: if
your data points lay along a line and you picked u orthogonal to that line, all the data points
would project onto the same value, and you would lose almost all the information in the data
set! So you would like to maximize the variance of the new data values uTxi. It's not hard to
show that if the covariance matrix of the original data points xi was 2, the variance of the new
data points is just uT2Zu. As Z is symmetric, the unit vector u which maximizes uT2uis nothing
but the eigenvector with the largest eigenvalue.



