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ARCH and GARCH models:
description of stochastic processes 

with a time-dependent variance

(Chapter 10 of Mantegna–Stanley book) 



Probability space & stochastic process
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▪ sample space (𝛺): the set of all possible outcomes

▪ event space (𝐹): a collection of events to be considered (subsets of 𝛺)

▪ probability measure (𝑃): a function that returns an event's probability

The probability space is the mathematical triplet (𝛺 , 𝐹, 𝑃) that presents a 
model for a particular class of real-world situations. 

A stochastic or random process 𝑥(𝑡) is a collection of random variables 
{𝑥𝑡} with index 𝑡 defined on a common probability space (𝛺 , 𝐹, 𝑃).



Stochastic process
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▪ a collection of random variables

▪ random variables are indexed by some mathematical set, the index set 
(each random variable of the stochastic process is uniquely associated
with an element in that set, e.g., ℕ)

▪ each random variable in the collection takes values from the same
mathematical space known as the state space  (e.g., ℤ)

▪ increment: the amount that a stochastic process changes between two
index values (e.g., between two points in time). 

▪ sample function or realization: a single outcome of a stochastic process



Random walk as a stochastic process

𝑋1 , 𝑋2 , … are independent random 
varaibles, where each variable is either 1
or −1, with a 50% probability for either
value; 𝑆0 = 0  and 𝑆𝑛 = σ𝑗=0

𝑛 𝑋𝑗 . 
The series {𝑆𝑛}  is called the simple
random walk on  ℤ. 

• sample space: 𝛺 = {−1,1}
• event space: 𝐹 = −1,1
• probability measure: 𝑃; 𝑃 −1 = 1/2, 𝑃 1 = 1/2
• index set: ℕ
• state space: ℤ
• increment: −1 or 1 Sample function / realization of a one-

dimensional simple random walk (n=1000).

position in step 𝑛: 𝑆𝑛
expectation value: 𝐸 𝑆𝑛 = 0
variance: 𝐸 𝑆𝑛

2 = 𝑛

1000 ≈ 31.6
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Homoscedasticity & heteroscedasticity
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homoscedasticity
at each value of x, the y-value of the data 

points has about the same variance

heteroscedasticity
the variance of the y-values of the dots 
increases with increasing values of x.

𝑦

𝑥 𝑥

𝑦

“Skedasticity” comes from the Ancient Greek word “skedánnymi”, meaning “to scatter”.



ARCH processes/models
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ARCH models are discrete-time stochastic models for which the variance 
at time 𝑡, i.e., 𝜎𝑡2 depends, conditionally, on some past values of the 

square value of the random signal itself.

A stochastic process with nonconstant variances conditional on the 
past, but constant unconditional variances, i.e., with autoregressive 
conditional heteroskedasticity is an ARCH(𝒑) process of order 𝑝.
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Conditional distributions, memory
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ARCH processes/models

ARCH models are simple models able to describe a stochastic process 
which is locally nonstationary but asymptotically stationary: the 
parameters controlling the conditional probability density function 
𝒇𝒕(𝒙) at time 𝒕 are fluctuating; the stochastic process has a well-
defined asymptotic PDF 𝑷(𝒙)



Numerical simulations of ARCH(1) processes
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simplest ARCH process, ARCH(1)
process with Gaussian conditional
PDF:

Although the conditional pdf is chosen to be
Gaussian, the asymptotic pdf presents a 
given degree of leptokurtosis (fatter tails)
because the variance 𝜎𝑡 of the conditional
pdf is itself a fluctuating random process.



Asymptotic ‘unconditional’ variance, kurtosis
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GARCH processes
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Mean and autocorrelation
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Autocorrelation, also known as serial correlation, refers to the degree of correlation of the same variables
between two successive time intervals. The value of autocorrelation ranges from -1 to 1.



Memory
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Properties of GARCH(1,1) with Gaussian conditional pdf
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GARCH(1,1) as a Markovian process
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Properties of GARCH(1,1) with Gaussian conditional pdf
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Properties of GARCH(1,1) with Gaussian conditional pdf



Aggregated GARCH(1,1)
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Properties of GARCH(1,1) with Gaussian conditional pdf
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Summary



Thank you for your attention!
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