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Anomaly Detection

« most data representative of what is
considered “normal”

o some sample differ in a systematic
way, they are the “anomalies”

« given unlabeled data, goal is to
learn an anomaly scoring function
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AD is statistically scary!
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e Distribution Shifts

e High Dimensions

e Limited Labels



Challenge 1: Distribution Shifts

e Distribution of normal data

x ~ p(x)

keeps shifting

e Distribution of anomalies LDistribution of anomalies

X ~ pa(x» t)




Challenge 1: Distribution Shifts

e Training data

Dirain = 1X|x ~ p(x)}

e At inference time

Diest(t) = 1(x, y)|y ~ Bern(a),x ~ ypa(x,t) + (1 — y)p!




Challenge 2: High-dimensional Data




Challenge 3: Limited Labels

e Training data unlabeled
e Mostly normal

e Possibly contaminated



Challenge 3: Limited Labels r‘&

e Training data unlabeled



Tip1: Try Self-Supervised AD



Self-Supervised Anomaly Detection




Self-Supervised Anomaly Detection

unsupervised learning supervised learning
p(x) ply|x)



Self-Supervised Anomaly Detection

« performance on auxiliary task as anomaly scoring function

S(xi;0) = Lz 0)

. . . . 100 Bl normal 200
e training objective abnormal
>
@ 60- 120
1 Y
L = ﬁ E E(CBZ,Q) 20 40
=1 2.08 2.09 2.10 0.5 1.5 2.5
Score Score

(a) histogram before training  (b) histogram after training



Self-Supervised Anomaly Detection

e Neural Transformation Learning (ICML '21)

[ Files NeuTraL-AD | README.md (2
F NTL_light T |2 = chen22bcai Update README.md 6aa0510 - 2 years ago O Hist
Q Gotofile t
Preview = Code  Blame 82 lines (53 loc) - 3.41 KB 8 rRw Q& 2 -~
> DATA
> config
> I config_fes Neural Transformation Learning for Anomaly Detection
> evaluation (NeuTra LAD)
b loader
> models This is the official code for a PyTorch implementation of Neural Transformation Learning reported in the paper Neural
[ gitignore Transformation Learning for Deep Anomaly Detection Beyond Images by Chen Qiu et al. The paper is published in
gt
arig ICML 2021 and can be found here https://arxiv.org/abs/2103.16440. The code allows the users to reproduce and extend
[ 3rd-party-licenses.txt the results reported in the study. Please cite the above paper when reporting, reproducing or extending the results.

e Robust detection performance for
many different data types




ML Evaluation Standards Workshop at ICLR 2022

A REVEALING LARGE-SCALE EVALUATION OF
UNSUPERVISED ANOMALY DETECTION ALGORITHMS

Maxime Alvarez®, Jean-Charles Verdier®, D’ Jeff K. Nkas e
Marc Frappier, Pierre-Martin Tardif, Froduald Kabanz

“[NTL], the
GRIC, Université de Sherbrooke .
Sherbrooke, QC, Canada transformation-based
{maxime. alvgrez y j.ean—charlel\s .verdi approach, offers
marc. frappler,plierre—-martin.t .
consistently above-

average performance
across all datasets”

Anomaly detection has many applications ranging fr TS T 0N ai.
cyber-threat detection to equipment maintenance and health monito. . However,

ABSTT



Challenge 3: Limited Labels

e Training data unlabeled
e Mostly normal

e Possibly contaminated



Tip 1: Try Self-supervised-AD

a Foundation Model



Anomaly Detection with Foundation Models

“A close-up of a damaged chip”

“A close-up of a functioning chip”

Liznerski, P.; Ruff, L.; Vandermeulen, R.A.; Franks, B.J.; Muller, K.R.; Kloft, M. Exposing Outlier Exposure: What Can Be
Learned From Few, One, and Zero Outlier Images. Transactions on Machine Learning Research, 2022

Jeong, J.; Zou, Y.; Kim, T.; Zhang, D.; Ravichandran, A.; Dabeer, O. WIinCLIP: Zero-/few-shot anomaly classification and
segmentation. In CVPR, 2023



Challenge 3: Limited Labels

e Training data unlabeled
e Mostly normal
e Possibly contaminated

e Model selection is key!!
(But impossible without labels?)



Tip 2: Create Synthetic
Validation Data!



Generating Anomalies with Foundation Models

ChatGPT 40 > Z

Generate a picture of a circuit board with
a flaw




Model Selection with Synthetic Anomalies

Diffusion-guided anomaly generation

e Assumes access to a validation
dataset of normal samples 4 . N
e No training or fine-tuning : l ‘ O

e No custom prompts

(b) MVTec-AD cable

Fung, Qiu, Li, Rudolph, Model Selection of Anomaly Detectors in the Absence of Labeled Validation Data,
https://arxiv.org/pdf/2310.10461



https://scholar.google.com/citations?view_op=view_citation&hl=en&user=QW_JZnsAAAAJ&sortby=pubdate&citation_for_view=QW_JZnsAAAAJ:zA6iFVUQeVQC
https://arxiv.org/pdf/2310.10461

Summary
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e High Dimensions

e Limited Labels



Tip 3: Don’t be Scared.
Have Fun!! ;)



Thank You!

contact: maja.rudolph@wisc.edu
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