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Anomaly Detection

AD is statistically scary!



The Three Challenges

● Distribution Shifts

● High Dimensions

● Limited Labels



Challenge 1: Distribution Shifts

● Distribution of normal data

● Distribution of anomalies

𝑥 ∼ 𝑝(𝑥)

𝑥 ∼ 𝑝𝑎(𝑥, 𝑡)

Distribution of anomalies 

keeps shifting



Challenge 1: Distribution Shifts

● Training data

● At inference time

𝒟𝑡𝑟𝑎𝑖𝑛 = {𝑥|𝑥 ∼ 𝑝(𝑥)}

𝒟𝑡𝑒𝑠𝑡(𝑡) = {(𝑥, 𝑦)|𝑦 ∼ 𝐵𝑒𝑟𝑛(𝛼), 𝑥 ∼ 𝑦𝑝𝑎(𝑥, 𝑡) + (1 − 𝑦)𝑝(𝑥



Challenge 2: High-dimensional Data



Challenge 3: Limited Labels

● Training data unlabeled

● Mostly normal

● Possibly contaminated



Challenge 3: Limited Labels

● Training data unlabeled

● Mostly normal

● Possibly contaminated



Tip1: Try Self-Supervised AD



Self-Supervised Anomaly Detection



Self-Supervised Anomaly Detection



Self-Supervised Anomaly Detection



Self-Supervised Anomaly Detection

● Neural Transformation Learning (ICML ’21)

● Robust detection performance for 
many different data types





Challenge 3: Limited Labels

● Training data unlabeled

● Mostly normal

● Possibly contaminated



Tip 1: Try Self-supervised AD 
a Foundation Model



Anomaly Detection with Foundation Models

“A close-up of a damaged chip”

“A close-up of a functioning chip”

Liznerski, P.; Ruff, L.; Vandermeulen, R.A.; Franks, B.J.; Muller, K.R.; Kloft, M. Exposing Outlier Exposure: What Can Be 

Learned From Few, One, and Zero Outlier Images. Transactions on Machine Learning Research, 2022

Jeong, J.; Zou, Y.; Kim, T.; Zhang, D.; Ravichandran, A.; Dabeer, O. WinCLIP: Zero-/few-shot anomaly classification and 

segmentation. In CVPR, 2023



Challenge 3: Limited Labels

● Training data unlabeled

● Mostly normal

● Possibly contaminated

● Model selection is key!! 
(But impossible without labels?)



Tip 2: Create Synthetic 
Validation Data!



Generating Anomalies with Foundation Models



Model Selection with Synthetic Anomalies
Diffusion-guided anomaly generation

● Assumes access to a validation 
dataset of normal samples

● No training or fine-tuning

● No custom prompts 

Fung, Qiu, Li, Rudolph, Model Selection of Anomaly Detectors in the Absence of Labeled Validation Data, 

https://arxiv.org/pdf/2310.10461

https://scholar.google.com/citations?view_op=view_citation&hl=en&user=QW_JZnsAAAAJ&sortby=pubdate&citation_for_view=QW_JZnsAAAAJ:zA6iFVUQeVQC
https://arxiv.org/pdf/2310.10461


Summary

● Distribution Shifts

● High Dimensions

● Limited Labels



Tip 3: Don’t be Scared.
Have Fun!! :)



Thank You!
contact: maja.rudolph@wisc.edu
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