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What is REANA?

Running declarative workflows (CWL, Snakemake, Yadage) on the cloud



How could we support Dask?

● Dask cannot be serialized; it constructs its 
own DAG dynamically.

● Dask clusters should be started at and 
stopped after workflow execution.

● A reusability stand point of REANA: 
○ We need to support any past Dask 

version that the analyst might have been 
using.

○ We need to bring any services that the 
analyst may need for successful 
workflow execution. Dask Task Graph



Defining Dask Workflows in REANA: YAML Specification

memory of each worker in your 
Dask cluster

container image for 
your Dask workers

number of workers in your Dask 
cluster

Example reana.yaml specification

Each researcher can ask 
for custom Dask version 
dedicated to their 
workflow.



Under the Hood: How Dask Works in REANA
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https://kubernetes.dask.org/en/latest/operator_resources.html#


Monitoring & Debugging: Capturing Dask Logs in REANA

                Job logs                            Scheduler logs                       Worker logs

Logs are captured “live” thanks to Jelizaveta Lemeševa’s IRIS-HEP fellow project that was 
presented in October

https://indico.cern.ch/event/1449315/contributions/6101296/attachments/2942223/5169554/Jelizaveta_Lemeseva_IRIS-HEP_2024.pdf


Visualizing Dask in REANA: The Dashboard

Dask dashboard web interface

REANA web interface



Putting It All Together: A Complete Workflow Example

1) Define your Dask cluster in “reana.yaml”

  2)   Use “DASK_SCHEDULER_URI” environment variable in your analysis

  3)  Submit and monitor your Dask workflows Follow a simple Dask Coffea example

reana-demo-dask-coffea

REANA will use this environment variable to 
connect your job to the dedicated Dask cluster

https://github.com/reanahub/reana-demo-dask-coffea


Conclusions
Current Status

● Dask support is implemented in REANA 0.95.0-alpha.1 version that was released on 
February 6th 2025

● Tested reana-demo-dask-coffea, calver, AGC CMS ttbar open data analysis examples
● Support for Kerberos and VOMS sidecars to access remote restricted data

What is next?

● Support HTCondor and Slurm backends for Dask workflows (currently only Kubernetes)
● Expose number of threads as an option to users
● Improve monitoring of Dask clusters in case of cluster failures

                 Thank you for your attention! 
Early alpha testers welcome at      Mattermost :)

https://github.com/reanahub/reana-demo-dask-coffea
https://github.com/iris-hep/calver-coffea-agc-demo
https://github.com/iris-hep/analysis-grand-challenge
https://mattermost.web.cern.ch/it-dep/channels/reana

