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What is

REANA?

CLIUI

S reana-client create -w roofit
roofit.s

$ reana-client upload -« roofit
File /code/gendata.C was successfully uploaded.

File /code/
S reana-clid
roofit has Y
$ resna-cliq
NAME  RUN
roofit 4

s reana-clig
NAME

[code/f1tdaty
S reana-clig
[NAME RUN_
roofit 4

[$ reana-clig
results/plot

[$ reana-client logs -w roofit

==> Workflow engine logs

2021-23-01 07:59:15,670 | root | MainThread | INFO | Publishing
‘code/gendata.C(20002, "results/data.root”™) ", total steps 2 to W

'42021-23-91 07:59:24,803 | root | MainThread | INFO | Publishing

*code/fitdata.C("results/data.root”, "results/plot.png™)’, total
steps 2 to MQ

2021-23-81 07:59:33,842 | root | MainThread | INFO |
users/e62e58da-3£12-4¢76-bd2a-799d4304876b/work f lows /45e75d61

s> 20b logs

==> Step: gendata
wn> Workflow ID: 45¢75d61-¢139-424b-a709-37fd4de8e8dfe
Compute backend: Kubsrnetes

Job I0: 3 74¢8b1-

3 4275-4360-85 700
Docker image: reanahub/reana-env-root6:6.18.84

wn> Command: mkdir -p results 8& root -b -q
*code/gendata.C(20000, “results/data.root )
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How could we support Dask? [fg dask

e Dask cannot be serialized; it constructs its
own DAG dynamically.

e Dask clusters should be started at and
stopped after workflow execution.

e Areusability stand point of REANA:

o We need to support any past Dask
version that the analyst might have been
using.

o We need to bring any services that the
analyst may need for successful
workflow execution.

import dask.bag as db

# Read large datasets in parallel
lines = db.read_text("s3://mybucket/data.*. json
records = (lines

.map(json.loads)

.filter(lambda d: d["value"] > @)

Dask Task Graph

")




Defining Dask Workflows in REANA: YAML Specification

N NDU LS i H

. At container image for

3 - analysis.py your Dask workers

4 workf low:

5 type: serial

6 resources:

7 dask: .

8 image: docker.io/coffeateam/coffea-dask-cc7:0.7.22-py3.10-g71049 | number of workers in your Dask
9 number_of_workers: 5}

10 single_worker_memory: 8Gi > cluster
Al specification:
12 steps:

13 - name: process i

14 environment: docker.io/coffeateam/coffea-dask-cc7:0.7.22-py3.10-g7f049 memory of each worker in your
15 commands : Dask cluster

16 - python analysis.py

17  outputs:

18 LIES

19 - histogram.png

20 BESESE

21 fEless

22 - tests/log-messages.feature

23 - tests/workspace-files.feature Each researcher can ask

for custom Dask version
dedicated to their
workflow.

Example reana.yaml specification



Under the Hood: How Dask Works in REANA

Y

reana-client

Alice -

dask:
coffea:2023
workers: 3

-

worker-1
worker-2

worker-3

AIice’s\
Dask
cluster

scheduler

S

dashboard-ingress

%

worker-1

worker-2

N

Bob’s\
Dask

cluster
scheduler

Kubernetes

REANA Server

:

dispatches request

generates

launches

launches

monitors
—>

dashboard-ingress

J

worker-25

REANA
workflow
controller

reana-client Bob

dask:
coffea:2025
workers: 25

apive on: kuberpetes.dask.org/vl
Spec:
worker:
spec:
containers:
- nane: worker
inage: registry cern.ch/docker . io/reanahub/reana-demo-agc-cms-ttbar-coffea:1.0.1
TmagePullPolicy: "IfNotPresent”
comnand: [*/bin/sh",
args:

- exec dask-worker

ports:

- name: http-dashboard
containerPort: 8788
protocol: TCP

resources

limits:

scheduler:

er]

--name $(DASK_ WORKER NAME) --dashboard --dashboard-address 8788

containers:
- name: scheduler
istry.ce

Dask Cluster Custom K8S Operator Resource



https://kubernetes.dask.org/en/latest/operator_resources.html#

Monitoring & Debugging: Capturing Dask Logs in REANA

Job logs Scheduler logs Worker logs

. my-dask-workflow #1 running 5, my-dask-workflow #1 running ,
£ my-dask-workflow #1 running Started 2 minutes ago step0/1 & : Started 6 minutes ago steport @ ©
Started a minute ago sepo1 @ % ° 5 » oahbonr ° shbosrd
crvaminose | (S G sz o
© ourmnrssec | sembons
®engnelogs  >_joblogs O Workspace B Specfication Qengnelos  d_joblogs T3 Viorkspace B Specifcation

Senginelogs  >_joblogs O Workspace B Specifcation

sop | oge - T & oo o $ ppmons e = - IR e ¢ § pres o

& Kubemetes @ regstry.cem.chidockerolreanahu..  $ python3

step  age - nalyss pipeine py

processes in fileset: ['ttbar_nominal', 'ttbar_scaledown, 'ttbar_scaleup', ‘ttbar_ME var', ‘ttbar_PS var',
'single_top_s_chan_noninal’, 'single_top_t_chan_noninal', 'single_top_tW_nominal’, ‘wjets_nominal']

DASK WORKER L0GS
example of Information in fileset
. 8 DASK SCHEDULER. LOGS
“fites's : 1 /TT TuneCUETPBM1
cnsopendata2e1s_ttbar_19980_PUZ5nsData2015vi 76X ncRun2_asymptotic_vi2 ext3-vi 09989_0690.root, ..],
‘metadata': {'process: 'ttbar’, ‘variation': ‘nominal', ‘nevts': 6389801, ‘xsec': 729.84)

¥
[ 71 6% Conpleted | 0.15[ 11 0% Completed | 0.25
t 11 & Complated | 0.3s[ 11 0% Completed | 0.45 2625-02-13 15:06:22,972 - distributed.scheduler - INFO - 2025-62-13 15:06:37,756 - distributed.nanny - TNFO - Start Namny at: 'tcp://10.244.0.38:42793'
i 1| 0% Conplated | 0.55[ 11 0% Completed | 0.6 2025-62-13 15:06:24,375 - distributed.scheduler - INFO - State start TR T e = TR e o T e et e
S I PR et ) 1R 1 FE D] Rl L H R e in GG IR L e e 2025-62-13 15:06:38,608 - distributed.worker - INFO - Worker name: reana-run-dask-14575414-default-worker -eb83631ef
i 1 | 0% Completed | ©.95[ 11 0% Completed | 1.05 2025-02-13 15:06:24,383 - distributed.scheduler - INFO -  Scheduler at:  tcp://10.244.0.36:8786 T SR (LT e - T e et oo o e

o Completed | 1.1 0% Completed | 1.2s -02- : - - mro - . -
t It l ! t 1 g ! R SRLH Y o (TR ERERE G, sl I A5l 2025-62-13 15:06:38,608 - distributed.worker - INFO - Walting to connect to: tcp://reana-run-dask-14575414-
I 1| ©% Completed | 1.3s[ 11 0% Completed | 1.4s 2025-02-13 15:06:35,568 - distributed.scheduler - INFO - Receive client connection: Client-1def7697-ealc-1lef-8801-Geff90860ed7 o0 e el o L et et Toea T 5706,
t 11 6% Copleted | 1.5s[ 11 0% Completed | 1.65 2025-02-13 15:06:35,740 - distributed.core - INFO - Starting established connection

SRR The e 2025-62-13 15:06:38,608 - distributed.worker - INFO -
t 11 1 (Iestle 11 i ! 2025-02-13 15:06:38,852 - distributed.scheduler - INFO - Register worker <WorkerState 'tcp://10.244.9.38:35993', name: reana-run-

SR e 2025-62-13 15:06:38,608 - distributed.worker - INFD - Threads 2
It 11 3 I 1.9sL 11 P ! dask-14575414-default -worker-e4b8363tef, status: init, memory: 0, processing: 0>
P [} i ) e 1 e [ A 2025-62-13 15:06:38,608 - distributed.worker - INFO - Menory 6.60 618

2025-02-13 15:06:38,852 - distributed.scheduler - THFO - Starting worker compute stream, top://10.244.0.38:35993

' 11 o Comnleted 1 2.3s 11 0% Comleted | 2.45 2025-62-13 15:06:38, 698 - distributed.vorker - INFO - Local Directory: /tsp/dask-vorker-space/vorker-7_vcdsaf |

2025-02-13 15:06:38,853 - distributed.core - INF - Starting established connection

2025-02-13 15:06:38, 608 - distributed.worker - INFO -

Logs are captured “live” thanks to Jelizaveta LemeSeva’s IRIS-HEP fellow project that was
presented in October


https://indico.cern.ch/event/1449315/contributions/6101296/attachments/2942223/5169554/Jelizaveta_Lemeseva_IRIS-HEP_2024.pdf

Visualizing Dask in REANA: The Dashboard

REANA web interface
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Your workflows
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: my-dask-workflow #2
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Putting It All Together: A Complete Workflow Example

1) Define your Dask cluster in “reana.yaml”

dask:
image: registry.cern.ch/docker.io/reanahub/reana-demo-agc-cms-tthar-coffea:1.0.1

number_of_workers: 3
single_worker_memory: 4Gi

2) Use “DASK_SCHEDULER URI” environment variable in your analysis

import os

FRMdask At Bk ' REANA will use this environment variable to
DASK_SCHEDULER_URI = os.getenv("DASK_SCHEDULER_URI") e connect your job to the dedicated Dask cluster
client = Client(DASK_SCHEDULER_URI)

3) Submit and monitor your Dask workflows -, simple Dask Coffea example

nnnnnnnnn

Q reana-demo-dask-coffea

running



https://github.com/reanahub/reana-demo-dask-coffea

Conclusions reana g dask

Current Status

e Dask support is implemented in REANA 0.95.0-alpha.1 version that was released on

February 6th 2025
e Tested reana-demo-dask-coffea, calver, AGC CMS ttbar open data analysis examples

e Support for Kerberos and VOMS sidecars to access remote restricted data

What is next?

e Support HTCondor and Slurm backends for Dask workflows (currently only Kubernetes)
e Expose number of threads as an option to users
e Improve monitoring of Dask clusters in case of cluster failures

Thank you for your attention!

Early alpha testers welcome at [@)Mattermost :)



https://github.com/reanahub/reana-demo-dask-coffea
https://github.com/iris-hep/calver-coffea-agc-demo
https://github.com/iris-hep/analysis-grand-challenge
https://mattermost.web.cern.ch/it-dep/channels/reana

