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Sparsity in neural networks

While physical systems are often described in high-dimensional spaces, they frequently exhibit hidden low-
dimensional structures. A powerful way to exploit this characteristic is through sparsity. In this talk, we
explore the role of sparsity in neural networks in two key contexts: (1) in generative models, particularly dif-
fusion models, where we demonstrate how sparsity can accelerate the sampling process; and (2) in structured
sparsity—at the levels of connections, nodes, and layers—where we analyze its impact on the generalization
error of neural networks. We also discuss how concepts of sparsity in machine learning extend to physics,
uncovering deep connections between the two fields.
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