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The Large Hadron Collider (LHC) is currently running at CERN in Geneva, Switzerland. Physicists
are using LHC to recreate the conditions just after the Big Bang, by colliding two beams of particles
and heavy ions head-on at very high energy. The project is expected to generate 27 TB of raw
data per day, plus 10 TB of “event summary data”. This data is sent out from CERN to eleven Tier
1 academic institutions in Europe, Asia, and North America using a multi-gigabits Optical Private
Network (OPN), the LHCOPN.

Network monitoring on such complex network architecture to ensure robust and reliable operation
is of crucial importance. The chosen approach for monitoring the OPN is based on the perfSONAR
MDM framework (http://perfsonar.geant.net), which is designed for multi-domain monitoring envi-
ronments.

perfSONAR (www.perfsonar.net) is an infrastructure for performance monitoring data exchange
between networks, making it easier to solve performance problems occurring between network
measurement points interconnected through several network domains. It contains a set of services
delivering performance measurements in a multi-domain environment. These services act as an
intermediate layer, between the performance measurement tools and the visualization applications.
This layer is aimed at exchanging performance measurements between networks, using well defined
protocols. perfSONAR is web-service based, modular, and it uses NM-WG OGF standards.

perfSONAR MDM is the perfSONAR version built by GEANT (www.geant.net), the consortium op-
erating the European Backbone for research and education.

Given the quite particular structure of the LHCOPN, a specially customised version of the perf-
SONAR MDM was prepared by an international consortium for the specific monitoring of IP and
circuits of the LHC Optical Private Network.

The proposed presentation will introduce the main points of the LHCOPN structure, provide an intro-
duction about perfSONAR framework (software, architecture, service structure) and finally describe
the way the whole monitoring infrastructure is monitored and how the support is organised.

Summary:

The presentation submitted will be organised as follows:

- Introduction to the LHCOPN: structure, motivation, challenges

- The perfSONAR Multi-Domain Monitoring framework: software, architecture, service structure
- Monitoring the monitoring infrastructure (including support)

Poster Session / 2

The Pandora Software Development Kit for Particle Flow Calorime-
try

Author: John Marshall’

Co-author: Mark Thomson !

! University of Cambridge (GB)
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Corresponding Author: marshall@hep.phy.cam.ac.uk

Pandora is a robust and efficient framework for developing and running pattern-recognition algo-
rithms. It was designed to perform particle flow calorimetry, which requires many complex pattern-
recognition techniques to reconstruct the paths of individual particles through fine granularity de-
tectors. The Pandora C++ software development kit (SDK) consists of a single library and a number
of carefully designed application programming interfaces (APIs). A client application can use the
Pandora APIs to pass details of tracks and hits/cells to the Pandora framework, which then creates
and manages named lists of self-describing objects. These objects can be accessed by Pandora al-
gorithms, which perform the pattern-recognition reconstruction. Development with the Pandora
SDK promotes the creation of small, re-usable algorithms containing just the kernel of a specific
operation. The algorithms are configured via XML and can be nested to perform complex recon-
struction tasks. As the algorithms only access the Pandora objects in a controlled manner, via the
APIs, the framework can perform most book-keeping and memory-management operations. The
Pandora SDK has been fully exploited in the implementation of PandoraPFA, which uses over 60
algorithms to provide the state of the art in particle flow calorimetry for ILC and CLIC.

Poster Session / 3

Bolting the Door

Author: Mark Mitchell'

Co-author: David Crooks

' University of Glasgow/GridPP
Corresponding Author: mark.mitchell@glasgow.ac.uk

This presentation will cover the work conducted within the ScotGrid Glasgow Tier-2 site. It will
focus on the multi-tiered network security architecture developed on the site to augment Grid site
server security and will discuss the variety of techniques used including the utilisation of Intrusion
Detection systems, logging and optimising network connectivity within the infrastructure.

Also the analysis of the limitations of this approach and the potential for future research in this area
will be investigated and discussed

Poster Session / 4

Engaging with IPv6: addresses for all

Author: Mark Mitchell'

Co-author: David Crooks *

! University of Glasgow
2 University of Glasgow/GridPP

Corresponding Author: mark.mitchell@glasgow.ac.uk

Due to the changes occurring within the IPv4 address space, the utilisation of IPv6 within Grid
Technologies and other IT infrastructure is becoming a more pressing solution for IP addressing.
The employment and deployment of this addressing scheme has been discussed widely both at the
academic and commercial level for several years. The uptake is not as advanced as was predicted
and the potential of this technology hasn’t been fully utilised. Presently, an investigation into this
technology is underway as it may offer solutions to the future of IP addressing for collaborative
environments.
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As part of the HEPIX IPv6 Working Group we investigate the test deployments of IPv6 at the Univer-
sity of Glasgow Tier-2 within Scot Grid and report on both the enablement of Grid services within
this framework and also possible configuration solutions for Tier-2 network environments housed
within University networks.

Drawing upon various test scenarios enabled within the University of Glasgow, areas such as DNS,
Monitoring and security mechanisms will also be touched upon.

Poster Session / 5

Calibration and performance monitoring of the LHCb Vertex Lo-
cator

Author: Tomasz Szumlak’

Co-author: Karol Hennessy °

' AGH Univ. of Science & Technology (PL)

% Liverpool
Corresponding Authors: karol.hennessy@cern.ch, szumlak@agh.edu.pl

The LHCb experiment is dedicated to searching for New Physics effects in the
heavy flavour sector, precise measurements of CP violation and rare heavy

meson decays. Precise tracking and vertexing around the interaction point

is crucial in achieving these physics goals.

The LHCb VELO (VErtex LOcator) silicon micro-strip detector is the highest
precision vertex detector at the LHC and is located at only 8 mm from

the proton beams. The high spatial resolution (up to 4 microns single

hit precision) is obtained by a complex chain of processing algorithms

to suppress noise and reconstruct clusters. These are implemented in large
FPGAs, with over one million parameters that need to be individually optimised.
Previously we presented a novel approach that has been developed to optimise
the parameters and integrating their determination into the full software framework
of the LHCb experiment. Presently we report on the experience gained

from regular operation of the calibration and monitoring software with the
collision data taken in 2011 by the LHCb experiment. Both the VELO performance
and its impact on the physics results will be detailed.

Poster Session / 6

Optimization of HEP Analysis activities using a Tier2 Infrastruc-
ture

Authors: Giuseppe Bagliesi'; Tommaso Boccali'

U INFN Sezione di Pisa
Corresponding Authors: giuseppe.bagliesi@cern.ch, tommaso.boccali@cern.ch

While the model for a Tier2 is well understood and implemented within the HEP Community, a
refined design for Analysis specific sites has not been agreed upon as clearly. We aim to describe
the solutions adopted at the INFN Pisa, the biggest Tier2 in the Italian HEP Community. A Standard
Tier2 infrastructure is optimized for GRID CPU and Storage access, while a more interactive oriented
use of the resources is beneficial to the final data analysis step. In this step, POSIX file storage access
is easier for the average physicist, and has to be provided in a real or emulated way. Modern analysis
techniques use advanced statistical tools (like RooFit and RooStat), which can make use of multi core
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systems. The infrastructure has to provide or create on demand computing nodes with many cores
available, above the existing and less elastic Tier2 flat CPU infrastructure. At last, the users do not
want to have to deal with data placement policies at the various sites, and hence a transparent WAN
file access, again with a POSIX layer, must be provided, making use of the just-installed 10 GBit/s
regional lines.

Even if standalone systems with such features are possible and exist, the implementation of an Anal-
ysis site as a virtual layer over an existing Tier2 requires novel solutions; the ones used in Pisa are
described here.

Poster Session / 7

Investigation of Storage Systems for use in Grid Applications

Authors: Gabriele Garzogliol; Ted Hesselroth!
' Fermi National Accelerator Laboratory

In recent years, several new storage technologies, such as Lustre, Hadoop, OrangeFS, and BlueArc,
have emerged. While several groups have run benchmarks to characterize them under a variety of
configurations, more work is needed to evaluate these technologies for the use cases of scientific
computing on Grid clusters and Cloud facilities. This paper discusses our evaluation of the technolo-
gies as deployed on a test bed at FermiCloud, one of the Fermilab infrastructure-as-a-service Cloud
facilities. The test bed consists of 4 server-class nodes with 40 TB of disk space and up to 50 virtual
machine clients, some running on the storage server nodes themselves. With this configuration,
the evaluation compares the performance of some of these technologies when deployed on virtual
machines and on “bare metal” nodes. In addition to running standard benchmarks such as I0Zone
to check the sanity of our installation, we have run I/O intensive tests using physics-analysis appli-
cations. This paper presents how the storage solutions perform in a variety of realistic use cases
of scientific computing. One interesting difference among the storage systems tested is found in a
decrease in total read throughput with increasing number of client processes, which occurs in some
implementations but not others.

Poster Session / 8

Design and implementation of a reliable and cost-effective cloud
computing infrastructure: the INFN Naples experience

. 1 2 . . 2 . . .2 .
Authors: Francesco Taurino ; Gennaro Tortone®; Rosario Esposito”; Silvio Pardi”; Vincenzo Capone3

! CNR SPIN (IT)
2 INEN (IT)
* Universita e INFN (IT)

Over the last few years we have seen an increasing number of services and applications needed to
manage and maintain cloud computing facilities. This is particularly true for computing in high
energy physics which often requires complex configurations and distributed infrastructures. In this
scenario a cost effective rationalization and consolidation strategy is the key to success in terms of
scalability and reliability.

In this work, we describe an IaaS (Infrastructure as a Service) cloud computing system, with high
availability and redundancy features which is currently in production at INFN-Naples and ATLAS
Tier-2 data centre.

The main goal we intended to achieve was a simplified method to manage our computing resources
and deliver reliable user services, reusing existing hardware without incurring heavy costs.

A combined usage of virtualization and clustering technologies allowed us to consolidate our services
on a small number of physical machines, reducing electric power costs.

As a results of our efforts we developed a complete solution for data and computing centers that can
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be easily replicated using commodity hardware.

Our architecture mainly consists of 2 subsystems: a clustered storage solution, built on top of disk
servers running Gluster file system, and a virtual machines execution environment. The hypervisor
hosts use Scientific Linux and KVM as virtualization technology and run both Windows and Linux
guests. Virtual machines have their root file systems on qcow?2 disk-image files, stored on a Gluster
network file system. Gluster is able to perform parallel writes on multiple disk servers (two, in our
system), providing this way live replication of data. A failure of a disk server doesn’t cause glitches or
stops any of the running virtual guests as each hypervisor host still has full access to disk-image files.
When the failing disk server returns to normal activity Gluster self-healing integrated mechanism
performs a background transparent reconstruction of missing replicas.

High availability is also achieved via a network configuration using redundant switches and multiple
paths between hypervisor hosts and disk servers. Linux channel bonding provides adaptive load
balancing of network traffic over multiple links and dedicated VLANs guarantee isolation of the
storage subsystem from the general-purpose network.

We also developed a set of management scripts to easily perform basic system administration tasks
such as automatic deployment of new virtual machines, adaptive scheduling of virtual machines on
hypervisor hosts, live migration and automated restart in case of hypervisor failures.

Summary:

The work is organized as follows:

In the first part we identify the main requirements and the goal we want to achieve in terms of system
reliability and availability. Then we introduce a set of currently available open-source technologies
and we discuss the motivation of our choice. After that, we describe our cloud computing model: the
architecture, all the features and the main aspects.

In the second part we show our implementation at INFN-Naples describing the hardware, the network
topology, the storage configuration and the migration process of our services from physical machines
to cloud infrastructure. The description is accompanied by some stress test benchmark results and a
technical analysis of the system utilization during the last year.

In the last part we illustrate other possible application scenarios with a set of recommendations based
on our local experience.

Poster Session / 9

glideinWMS experience with glexec

Authors: Burt Holzman'; Claudio Grandi®; Dan Bradley’; Frank Wiirthwein®; Igor Sfiligoi’; Igor Sfiligoi*; Igor
Sﬁligoi(’; Jeffrey Michael Dost?; Kenneth Bloom’; Zachary Miller®

! Fermi National Accelerator Laboratory

2 INFN Bologna

* University of Wisconsin-Madison

* University of California San Diego

® INFN LABORATORI NAZIONALI DI FRASCATI
® Univ. of California San Diego (US)

7 University of Nebraska-Lincoln

Corresponding Authors: sfiligoi@Inf.infn.it, isfiligoi@ucsd.edu, sfiligoi@fnal.gov

Multi-user pilot infrastructures provide significant advantages for the communities using them, but
also create new security challenges.

With Grid authorization and mapping happening with the pilot credential only, final user identity
is not properly addressed in the classic Grid paradigm.

In order to solve this problem, OSG and EGI have deployed glexec, a privileged executable on the
worker nodes that allows for final user authorization and mapping from inside the pilot itself.

The glideinWMS instances deployed on OSG have been now using glexec on OSG sites for several
years, and have started using it on EGI resources in the past year.
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The user experience of using glexec has been mostly positive, although there are still some edge
cases where things could be improved.

This talk provides both the usage statistics as well as a description of the still remaining problems
and the expected solutions.

Poster Session / 10

Preparing the ALICE DAQ upgrade

Author: Pierre Vande Vyvre'

Co-authors: Adriana Telesca '; Alexandru Grigore Z, Barthelemy von Haller L. Bartolomeu Andre Rodrigues Fer-
nandes Rabacal *; Csaba Soos '; Ervin Denes *; Filippo Costa '; Franco Carena '; Giuseppe Simonetti °; Roberto
Divia 1; Sylvain Chapeland 1. Ulrich Fuchs !; Vasco Chibante Barroso !; Wisla Carena '

' CERN

? Polytechnic University of Bucharest

* Instituto Superior Tecnico (IST)

* Hungarian Academy of Sciences (HU)
® Universita e INFN

Corresponding Author: pierre.vande.vyvre@cern.ch

In November 2009, after 15 years of design and installation, the ALICE experiment started to detect
and record the first collisions produced by the LHC. It has been collecting hundreds of millions of
events ever since with both proton-proton and heavy ion collision. The future scientific programme
of ALICE has been refined following the first year of data taking. The physics targeted beyond
2016 will be the study of rare signals. Several detectors will be upgraded, modified, or replaced to
prepare ALICE for future physics challenges. An upgrade of the triggering and readout system is also
required to accommodate the needs of the upgraded ALICE and to better select the data of the rare
physics channels. The ALICE upgrade will have major implications in the detector electronics and
controls, data acquisition, event triggering, offline computing and storage systems. Moreover, the
experience accumulated during more than two years of operation has also lead to new requirements
for the control software. We will review all these new needs and the current R&D activities to address
them.

Several papers of the same conference present in more details some elements of the ALICE DAQ
system.

Summary:

A review of the ALICE DAQ R&D activities in view of addressing the future scientific programme of
ALICE following the first year of data taking.

Poster Session / 11
Improvements in ROOT 1/0
Author: Philippe Canal'

! FERMILAB
Corresponding Author: philippe.canal@cern.ch
In the past year, the development of ROOT I/O has focused on improving the existing code and

increasing the collaboration with the experiments’ experts. Regular I/O workshops have been held
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to share and build upon the varied experiences and points of view. The resulting improvements in
ROOT 1/O span many dimensions including reduction and more control over the memory usage,
drastic reduction in CPU usage as well as optimization of the file size and the hardware I/O utiliza-
tion.

Poster Session - Board: 1/ 12

Virtualizing A Large Cluster at Brookhaven

Authors: Christopher Hollowell'; Costin Caramarcu?; Tony Wongl; William Strecker—Kellogg3

! Brookhaven National Laboratory
? Horia Hulubei National Institute of Physics and Nuclear Enginee

* Brookhaven National Lab
Corresponding Author: willsk@bnl.gov

In this presentation we will address the development of a prototype virtualized worker node cluster,
using Scientific Linux 6.x as a base

OS, KVM for virtualization, and the Condor batch software to manage virtual machines. The discus-
sion provides details on our experiences

with building, configuring, and deploying the various components from bare metal, including the
base OS, the virtualized OS images and the

integration of batch services with the virtual machines.

We also discuss benefits and drawbacks of widespread deployment of virtualized clusters in support
of private clouds in a distributed

computing environment. We show that under certain computing models the visualization of worker
nodes is of limited value.

Summary:

Worker node virtualization using Condor as a VM manager.

Poster Session / 13

Triggering on hadronic tau decays in ATLAS: algorithms and per-
formance
Author: Cristobal Cuenca Almenar!

Co-author: Patrick Czodrowski

! Yale University (US)

2 Technische Universitaet Dresden (DE)
Corresponding Authors: patrick.czodrowski@cern.ch, cristobal.cuenca@cern.ch

Hadronic tau decays play a crucial role in taking Standard Model measurements as well as in the
search for physics beyond the Standard Model. However, hadronic tau decays are difficult to identify
and trigger on due to their resemblance to QCD jets. Given the large production cross section of QCD
processes, designing and operating a trigger system with the capability to efficiently select hadronic
tau decays, while maintaining the rate within the bandwidth limits, is a difficult challenge.
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This contribution will summarize the algorithms and performance of the ATLAS tau trigger system
during the 2011 data taking period. The use of resources and implementation of trigger algorithms
in the ATLAS trigger architecture will be shown in detail. Moreover, comparisons of data and simu-
lation results, studies of the correlation of the variable definitions at different trigger stages as well
as efficiency versus rate analyses are the key elements to describe the performance of the tau trigger
Finally, in light of the vast statistics collected in 2011, future prospects for triggering on hadronic tau
decays in this exciting new period of increased instantaneous luminosity will be presented.

Summary:

Hadronic tau decays play a crucial role in taking Standard Model measurements as well as in the search
for physics beyond the Standard Model. However, hadronic tau decays are difficult to identify and
trigger on due to their resemblance to QCD jets. Given the large production cross section of QCD
processes, designing and operating a trigger system with the capability to efficiently select hadronic tau
decays, while maintaining the rate within the bandwidth limits, is a difficult challenge.

This contribution will summarize the algorithms and performance of the ATLAS tau trigger system dur-
ing the 2011 data taking period. The use of resources and implementation of trigger algorithms in the
ATLAS trigger architecture will be shown in detail. Moreover, comparisons of data and simulation re-
sults, studies of the correlation of the variable definitions at different trigger stages as well as efficiency
versus rate analyses are the key elements to describe the performance of the tau trigger Finally, in light
of the vast statistics collected in 2011, future prospects for triggering on hadronic tau decays in this
exciting new period of increased instantaneous luminosity will be presented.

Poster Session / 14

b-jet triggering in ATLAS: from algorithm implementation to physics
analyses

Authors: Andrea Coccaro'; Per Ola Hansson®

Co-author: Alexander Oh *

! Universita e INFN (IT)
? SLAC National Accelerator Laboratory (US)
* University of Manchester (GB)

Corresponding Authors: alexander.oh@cern.ch, andrea.coccaro@cern.ch

The online event selection is crucial to reject most of the events containing uninteresting background
collisions while preserving as much as possible the interesting physical signals. The b-jet selection
is part of the trigger strategy of the ATLAS experiment and a set of dedicated triggers is in place
from the beginning of the 2011 data-taking period and is contributing to keep the total bandwidth
to an affordable rate. The b-jets acceptance is increased and the background reduced by lowering jet
transverse energy thresholds at the first trigger level and applying b-tagging techniques at the subse-
quent levels. Different physics channels, especially topologies containing more than one b-jet where
higher rejection factors are achieved, benefit from requesting this trigger to be fired. An overview
of the status-of-art of the b-jet trigger menu and the performance on real data is presented in this
contribution. Data-driven techniques to extract the online b-tagging efficiency and mis-tag rate, key
ingredients for all analyses relying on such triggers, are also discussed and results presented.

Poster Session / 16

Scientific Cluster Deployment & Recovery: Using puppet to sim-
plify cluster management
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Author: Valerie Hendrix'

Co-authors: Doug Benjamin ?; Yushu Yao *

! Lawrence Berkeley National Lab. (US)
? Duke University (US)
> LBNL

Corresponding Author: vchendrix@lbl.gov

Deployment, maintenance and recovery of a scientific cluster, which has complex, specialized ser-
vices, can be a time consuming task requiring the assistance of Linux system administrators, network
engineers as well as domain experts. Universities and small institutions that have a part-time FTE
with limited knowledge of the administration of such clusters can be strained by such maintenance
tasks.

This current work is the result of an effort to maintain a data analysis cluster with minimal effort
by a local system administrator. The realized benefit is the scientist, who is the local system admin-
istrator, is able to focus on the data analysis instead of the intricacies of managing a cluster. Our
work provides a cluster deployment and recovery process based on the puppet configuration engine
allowing a part-time FTE to easily deploy and recover entire clusters with minimal effort.

Puppet is a configuration management system (CMS) used widely in computing centers for the
automatic management of resources. Domain experts use Puppet’s declarative language to define
reusable modules for service configuration and deployment.

Our deployment process has three actors: domain experts, a cluster designer and a cluster manager.
The domain experts first write the puppet modules for the cluster services. A cluster designer would
then define a cluster. This includes the creation of cluster roles, mapping the services to those roles
and determining the relationships between the services. Finally, a cluster manager would acquire the
resources (machines, networking), enter the cluster input parameters (hostnames, IP addresses) and
automatically generate deployment scripts used by puppet to configure it to act as a designated role.
In the event of a machine failure, the originally generated deployment scripts along with puppet can
be used to easily reconfigure a new machine.

The cluster definition produced in our cluster deployment process is an integral part of automat-
ing cluster deployment in a cloud environment. Our future cloud efforts will further build on this
work.

Poster Session / 17

Experience of BESIII data production with local cluster and dis-
tributed computing model

Author: ziyan Deng'

Co-authors: huaimin Liu '; weidong Li '; yongzhao Sun '

! Institute of High Energy Physics, Beijing, China
Corresponding Author: dengzy@ihep.ac.cn

The BES III detector is a new spectrometer which works on the upgraded high-luminosity collider,
the Beijing Electron-Positron Collider (BEPCII). The BES III experiment studies physics in the tau-
charm energy region from 2GeV to 4.6GeV . Since spring 2009, BEPCII has produced large scale data
samples. All the data samples were processed successfully and many important physics results have
been achieved based on these samples. Doing data production correctly and efficiently with limited
CPU and storage resources is a big challenge. This paper will describe the implementation of the
experiment-specific data production for BESIII in detail, including data calibration with event-level
parallel computing model, data reconstruction, inclusive Monte Carlo generation, random trigger
background mixing and multi-stream data skimming. Now, with the data sample increasing rapidly,
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there is a growing demand to move from solely using a local cluster to a more distributed computing
model. A distributed computing environment is being set up and expected to go into production use
in 2012. The experience of BESIII data production, both with a local cluster and with a distributed
computing model, is presented here.

Summary:

Large scale data samples from BESIII have been successfully processed. And more data is accumulated.
The experience of BESIII data production, both with a local cluster and with a distributed computing
model is presented.

Poster Session / 18

A scalable low-cost Petabyte scale storage for HEP using Lustre

Author: Christopher John Walker'

Co-author: Alex Martin *

! University of London (GB)
z QUEEN MARY, UNIVERSITY OF LONDON

Corresponding Authors: christopher.john.walker@cern.ch, a.j.martin@gmul.ac.uk

We describe a low-cost Petabyte scale Lustre filesystem deployed for High Energy Physics. The
use of commodity storage arrays and bonded ethernet interconnects makes the array cost effective,
whilst providing high bandwidth to the storage. The filesystem is a POSIX filesytem, presented to
the Grid using the StoRM SRM. The system is highly modular. The building blocks

of the array, the Lustre Object Storage Servers (OSS) each have 12*2TB SATA disks configured as
a RAID6 array, delivering 18TB of storage. The network bandwidth from the storage servers is
designed to match that from the compute

servers within each module of 6 storage servers and 12 compute servers. The modules are connect
together by a 10Gbit core network to provide balanced overall performance. We present benchmarks
demonstrating the performance and scalability of the filesystem.

Software Engineering, Data Stores and Databases / 19

GOoDA: The Generic Optimization Data Analyzer

Authors: David Levinthal'; Paolo Calafiura?; Roberto Agostino Vitillo®; Stephane Eranian'

! Google
% Lawrence Berkeley National Lab. (US)
* LBNL

Modern superscalar, out-of-order microprocessors dominate large scale server computing. Moni-
toring their activity, during program execution, has become complicated due to the complexity of
the microarchitectures and their IO interactions. Recent processors have thousands of performance
monitoring events. These are required to actually provide coverage for all of the complex interac-
tions and performance issues that can occur. Knowing which data to collect and how to interpret
the results has become an unreasonable burden for code developers whose tasks are already hard
enough. It becomes the task of the analysis tool developer to bridge this gap.

To address this issue, a generic decomposition of how a microprocessor is using the consumed cycles
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allows code developers to quickly understand which of the myriad of microarchitectural complexi-
ties they are battling, without requiring a detailed knowledge of the microarchitecture. When this
approach is intrinsically integrated into a performance data analysis tool, it enables software de-
velopers to take advantage of the microarchitectural methodology that has only been available to
experts.

The Generic Optimization Data Analyzer (GOoDA) project integrates this expertise into a profiling
tool in order to lower the required expertise of the user and, being designed from the ground up
with large-scale object-oriented applications in mind, it will be particularly useful for large HENP
codebases

Distributed Processing and Analysis on Grids and Clouds / 20

Computing at Belle II

Authors: Takanori HARA!; Thomas Kuhr?

' KEK
2 KIT - Karlsruhe Institute of Technology (DE)

Corresponding Author: thomas kuhr@cern.ch

The Belle II experiment, a next-generation B factory experiment at KEK, is expected to record a two
orders of magnitude larger data volume than its predecessor, the Belle experiment. The data size
and rate are comparable to or more than the ones of LHC experiments and requires to change the
computing model from the Belle way, where basically all computing resources were provided by
KEK, to a more distributed scheme. The Belle II distributed computing system is based on DIRAC
which provides an interface to grid and cloud resources, and AMGA for the management of file
metadata. A common software framework is used in the whole chain from the data acquisition up
to the analysis. It has a modular design, is steered via python files, and supports parallel execution
on multi-core nodes.

In this talk the status and plans of the Belle II computing system and its main components are
presented.

Poster Session / 21

Computing On Demand: Dynamic Analysis Model

Author: Anar Manafov'

Co-author: Peter Malzacher !

! GSI - Helmholtzzentrum fur Schwerionenforschung GmbH (DE)
Corresponding Author: a.manafov@gsi.de

Constant changes in computational infrastructure like the current interest in Clouds, imply condi-
tions on the design of applications. We must make sure that our analysis infrastructure, including
source code and supporting tools, is ready for the on demand computing (ODC) era.

This presentation is about a new analysis concept, which is driven by users needs, completely disen-
tangled from the computational resources, and scalable.

What does it take for an analysis code to be performed on any resource management system? How
can one achieve goals of on demand analysis, using PROOF on Demand (PoD)? These questions
and such topics as preferable location of data files as well as tools and software development tech-
niques for on demand data analysis are covered. Also analysis implementation requirements and
comparisons of traditional and “on demand”facilities will be discussed during this talk.
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Distributed Processing and Analysis on Grids and Clouds / 22

PoD: dynamically create and use remote PROOF clusters. A thin
client concept.

Author: Anar Manafov’

Co-author: Peter Malzacher '

' GSI - Helmholtzzentrum fur Schwerionenforschung GmbH (DE)
Corresponding Author: a.manafov@gsi.de

PROOF on Demand (PoD) is a tool-set, which dynamically sets up a PROOF cluster at a user’s request
on any resource management system (RMS). It provides a plug-in based system, in order to use
different job submission front-ends.

PoD is currently shipped with gLite, LSF, PBS (PBSPro/OpenPBS/Torque), Grid Engine (OGE/SGE),
Condor, LoadLeveler, and SSH plug-ins. It makes it possible just within a few seconds to get a private
PROOF cluster on any RMS. If there is no RMS, then SSH plug-in can be used, which dynamically
turns a bunch of machines to PROOF workers.

In this presentation new developments and use cases will be covered.

Recently a new major step in PoD development has been made. It can now work not only with local
PoD servers, but also with remote ones.

PoD’s newly developed “pod-remote”command made it possible for users to utilize a thin client
concept. In order to create dynamic PROOF clusters, users are now able to select a remote computer,
even behind a firewall, to control a PoD server on it and to submit PoD jobs. In this case a user
interface machine is just a lightweight control center and could run on different OS types or mobile
devices.

All communications are secured and provided via SSH channels. Additionally PoD automatically
creates and maintains SSH tunnels for PROOF connections between a user interface and PROOF
muster.

PoD will create and manage remote and local PROOF clusters for you. Just two commands of PoD
will provide you with the full functional PROOF cluster and a real computing on demand.

The talk will also include several live demos from real life use cases.

Computer Facilities, Production Grids and Networking / 23

A strategy for load balancing in distributed storage systems

Author: Gerd Behrmann!

Co-author: Erik Mattias Wadenstein 2

! NDGF

? Unknown
Corresponding Authors: mattias.wadenstein@cern.ch, behrmann@ndgf.org

Distributed storage systems are critical to the operation of the WLCG. These systems are not limited
to fulfilling the long term storage requirements. They also serve data for computational analysis and
other computational jobs. Distributed storage systems provide the ability to aggregate the storage
and IO capacity of disks and tapes, but at the end of the day IO rate is still bound by the capabilities
of the hardware, in particular the hard drives. Throughput of hard drives has increased dramatically
over the decades, however for computational analysis IOPS is typically the limiting factor. To max-
imize return of investment, balancing IO load over available hardware is crucial. The task is made
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complicated by the common use of heterogeneous hardware and software environments that results
from combining new and old hardware into a single storage system.

This paper describes recent advances made in load balancing in the dCache distributed storage sys-
tem. We describe a set of common requirements for load balancing policies. These requirements
include considerations about temporal clustering, resistance to disk pool divisioning, evolution of
the hardware portfolio as data centers get extended and upgraded, the non-linearity of disk per-
formance, garbage collection, age of replicas, stability of control decisions, and stability of tuning
parameters. We argue that the existing load balancing policy in dCache fails to satisfy most of these
requirements.

An alternative policy is proposed, the weighted available space selection policy. The policy incorpo-
rates ideas we have been working on for years while observing dCache in production at NDGF and
at other sites. At its core the policy uses weighted random selection, but it incorporates many differ-
ent signals into the weight. We argue that although the algorithm is technically more complicated,
it is in our experience easier to predict the effect of parameter changes and thus the parameters are
easier to tune than in the previous policy. It many cases it may not even require manual tuning,
although we need more empirical data to conclude that.

The new policy has been integrated into dCache 2.0 using a new load balancing plugin system devel-
oped by NDGF. It has been used in production at NDGF since end of August 2011. We will report on
our experiences. A qualitative and quantitative analysis of the policy will be presented augmented
by simulations and empirical data.

Although our algorithm has been developed and is used in the context of dCache, the ideas are
universal and could be applied to many storage systems.

Computer Facilities, Production Grids and Networking / 24

Analysing I/0O bottlenecks in LHC data analysis on grid storage
resources

Author: Wahid Bhimji'
Co-authors: Ilija Vukotic *; Martin Philipp Hellmich *; Matthew Doidge *; Philip Clark *

! University of Edinburgh (GB)
2 Universite de Paris-Sud 11 (FR)
* University of Edinburgh

* Lancaster University
Corresponding Author: wahid.bhimji@cern.ch

We describe recent I/O testing frameworks that we have developed and applied within the UK GridPP
Collaboration, the ATLAS experiment and the DPM team, for a variety of distinct purposes. These in-
clude benchmarking vendor supplied storage products, discovering scaling limits of SRM solutions,
tuning of storage systems for experiment data analysis, evaluating file access protocols, and explor-
ing IO read patterns of experiment software and their underlying event data models. With multiple
grid sites now dealing with petabytes of data, such studies are becoming increasingly essential. We
describe how the tests build, and improve, on previous work and contrast how the use-cases dif-
fer. We also detail the results obtained and the implications for storage hardware, middleware and
experiment software.

Poster Session / 25

File and Metadata Management for BESIII Distributed Comput-
ing
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Authors: Caitriana Nicholson'; Lei Lin®; Weidong Li*; ziyan deng®

Co-author: Yangheng Zheng °

' Graduate University of the Chinese Academy of Sciences
? Suzhou University

* Weidong Li

* Institute of High Energy Physics, Beijing

° GUCAS

Corresponding Author: caitriana@gucas.ac.cn

The BES Il experiment at the Institute of High Energy Physics (IHEP), Beijing, uses the high-luminosity
BEPC II e+e- collider to study physics in the t-charm energy region around 3.7 GeV; BEPC II has
produced the world’s largest samples of J/{y and {/’events to date. An order of magnitude increase in
the data sample size over the 2011-2012 data-taking period demanded a move from a very centralized
to a distributed computing environment, as well as the development of an efficient file and metadata
management system. While BES III is on a smaller scale than some other HEP experiments, this
poses particular challenges for its distributed computing and data management system. These con-
straints include limited resources and manpower, and low quality of network connections to IHEP.
Drawing on the rich experience of the HEP community, an AMGA-based system has been developed
which meets these constraints. The design and development of the BES III distributed data manage-
ment system, including its integration with other BES III distributed computing components, such
as job management, are presented here.

Poster Session / 26

Clustering induced Pattern Recognition in a TPC for the Linear
Collider

Author: Frank-Dieter Gaede'

! Deutsches Elektronen-Synchrotron (DE)
Corresponding Author: frank-dieter.gaede@cern.ch

ILD is a proposed detector concept for a future linear collider, that envisages a Time Projection
Chamber (TPC) as the central tracking detector. The ILD TPC will have a large number of voxels
that have dimensions that are small compared to the typical distances between charged particle
tracks. This allows for the application of simple nearest neighbor type clustering algorithms to find
clean track segments.

Clupatra is a TPC pattern recognition algorithm that uses such clustering methods to find track
seeds and then a Kalman Filter to extend these segments to form complete tracks. We present the
algorithm and it’s performance and track finding efficiency for the ILC, including machine induced
backgrounds, as well as for the case of CLIC with much more challenging occupancies that are
comparable to those of the ALICE TPC.

Clupatra is written in the iLCSoft framework based on LCIO and Marlin and will be used for the
massive Monte Carlo production for the Conceptual Design Report of ILD in 2012.

Poster Session / 27

Implementing Parallel Algorithms

Author: Julius Hrivnac’

! Universite de Paris-Sud 11 (FR)
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Corresponding Author: julius.hrivnac@cern.ch

The possible implementation of parallel algorithms will be described.

- The functionality will be demonstrated using Swarm - a new experimental interactive parallel frame-
work.

- The access from several parallel-friendly scripting languages will be shown.

- The benchmarks of the typical tasks used in High Energy Physics code will be provided.

The talk will concentrate on using the “Fork and Join” approach, which is the default solution in-
cluded in the Java 7 environment. The comparison of that approach with other alternatives will be
given too.

Poster Session / 28

FAZIA DATA ACQUISITION: STATUS, DESIGN AND CONCEPT

Author: Gennaro Tortone'

Co-authors: Alfonso Boiano !; Antonio Ordine !; Elio Rosato %; Giulio Spadaccini 2. Mariano Vigiliante 2

! INFN Napoli
2 Dip. Scienze Fisiche Federico IT

The FAZIA project groups together several institutions in Nuclear Physics,

which are working in the domain of heavy-ion induced reactions around and below

the Fermi energy. The aim of the project is to build a 4Pi array for charged particles,
with high granularity and good energy resolution, with A and Z identification capability
over the widest possible range.

It will use the up-to-date techniques concerning detection, signal processing

and data flow, with full digital electronics. The FAZIA data acquisition system
introduces various issues about high data flow bandwith (600 MB/s) and design of
nested data event format (up to five level).

In this poster DAQ design and architecture will be described focusing on event
data model, software trigger and NARVAL, a novel event transport framework.
Overall benchmarks and first results will be also discussed.

Poster Session / 30

Multi-platform masterclass and data analysis application
Authors: Joao Antunes Pequenao’; Neng Xu®

Co-author: Gerardo Ganis *

! Lawrence Berkeley National Lab. (US)
% University of Wisconsin (US)
3 CERN

Corresponding Author: joao.pequenao@cern.ch
New types of hardware, like smartphones and tablets, are becoming more available, affordable and

popular in the market. Furthermore with the advent of Web2.0 frameworks, Web3D and Cloud
computing, the way we interact, produce and exchange content is being dramatically transformed.
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How can we take advantage of these technologies to produce engaging applications which can be
conveniently used both by physicists and the general public?

We will demonstrate the development of a platform independent application for data analysis and
educational scenarios. This application should enable educators to conduct a novel type of mas-
terclasses, as well as facilitate the collaboration between physicists due to its inherent simplicity,
lightness and aesthetic appeal. Users will be able to run it on different hardware such as laptops,
smart phones or tablets, and have access to the data everywhere.

The application can also run within a web browser.

Based on one of the most popular graphic engines, people can view 2D histograms, animated 3D
event displays and do event analysis. The heavy processing jobs will be sent to the Cloud via a mas-
ter server, in such a way that people can run multiple complex jobs simultaneously.

All of this can be automated and shared with the community trough XML files describing a succes-
sion of actions.

After having introduced the new system structure and the way the new application will fit in the
overall picture, we will describe the current progress of the development and the test facility and
discuss further technical difficulties that we expect to be confronted to, like the security (user au-
thentication and authorization) data discovery and load balancing,.

Poster Session / 31

Offline software for the Resistive Plate Chambers in the Daya Bay
Antineutrino Experiment

Author: Miao HE!

! Institute of High Energy Physics, Chinese Academy of Sciences
Corresponding Author: hem@ihep.ac.cn

Neutrino flavor oscillation is characterized by three mixing angles. The Daya Bay reactor antineu-
trino experiment is designed to determine the last unknown mixing angle 6 _{13}. The experiment
is located in southern China, near the Daya Bay nuclear power plant. Eight identical liquid scin-
tillator detectors are being installed in three experimental halls, to detect antineutrinos released in
nuclear fission. The Water Cherenkov detector and the Resistive Plate Chambers (RPC) deployed
in each experimental hall form a muon system to veto cosmic muons which are the main source
of backgrounds. The combined muon veto efficiency is designed as 99.5% with 0.25% uncertainties.
Offline software for the Daya Bay experiment is being developed in the framework of Gaudi. In
this presentation, we will give a brief introduction to the Daya Bay experiment and the software
framework. Then we will focus on the simulation, calibration and reconstruction of the Resistive
Plate Chambers.

Poster Session / 32

Simultaneous Operation and Control of about 100 Telescopes for
the Cherenkov Telescope Array
Author: Peter Wegner'

Co-authors: A. Lopatin 2. C. Stegmann 2. D. Hoffmann *; D. Melkumyan LE. Lyard 4. G. Lamanna ’; H. Koeppel L
I. Oya ®.J. Colomé ’; J.-L. Panazol 5 R. Walter *; S. Schlenstedt !; T. Le-Flour °; T. Schmidt !; U. Schwanke °

! Deutsches Elektronen—Synchrotron, DESY, Platanenallee 6, D-15738 Zeuthen, Germany

? Erlangen Centre for Astroparticle Physics (ECAP), University of Erlangen-Nuremberg, Department of Physics, Erwin-
Rommel-Str. 1, D-91058 Erlangen, Germany
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Corresponding Author: peter.wegner@desy.de

The CTA (Cherenkov Telescope Array) project is an initiative to build the next generation ground-
based very high energy (VHE) gamma-ray instrument. Compared to current imaging atmospheric
Cherenkov telescope experiments CTA will extend the energy range and improve the angular resolu-
tion while increasing the sensitivity by a factor of 10. With these capabilities it is expected that CTA
will increase the number of known VHE gamma-ray sources from O(100) to O(1000), and will raise
the field of ground based VHE gamma-ray astronomy to the level of astronomy with radio waves
or X-rays. With about separate 100 telescopes it will be operated as an observatory open to a wide
astrophysics and particle physics community, providing a deep insight into the non-thermal high-
energy universe. The presentation will give an overview on the principles of the CTA Array Control
system (ACTL), responsible for several essential control tasks including the evaluation, selection,
preparation, scheduling, and finally the execution of observations with the array.

A possible basic distributed software framework for ACTL being considered is the ALMA Common
Software (ACS). Used by several projects, this open-source software was originally developed for
the Atacama Large Millimeter Array (ALMA), a joint project between astronomical organizations
in Europe, North America, and Asia for a millimeter and sub-millimeter array. ALMA is presently
being commissioned in Chile and will consist of at least fifty-four 12 meter antennas and a further
twelve 7 meter antennas.

The ACS framework follows a container component model and contains a high level abstraction layer
to integrate different types of device. To achieve a low-level consolidation of connecting control
hardware, OPC UA client functionality is integrated directly into ACS, thus allowing interaction
with other OPC UA capable hardware.

In addition to the presentation of the ACS middleware, new techniques for automatic code generation
based on an UML representation of the ACS components will be introduced and illustrated with first
examples.

Poster Session / 33

E-Center: collaborative platform for the Wide Area network users

Author: Maxim Grigoriev'

Co-authors: Andrew Lake ?; Brian Tierney *; David Eads '; Michael Frey *; Philip DeMar *; Prasad Calyam °; joe
metzger :

! Fermilab

% ESnet

* Bucknell University
* FERMILAB

® Ohio SC OARNEet

Corresponding Author: maxim@fnal.gov
The LHC computing model relies on intensive network data transfers.

The E-Center is a social collaborative web based platform for Wide Area
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network users. It is designed to give user all required tools to
isolate, identify and resolve any network performance related
problem.

Summary:

Fermilab is a leading Tier1 facility for US CMS data storage and

analysis. It applies extra requirements on the Wide Area network
connectivity and expected performance between Tierl and Tier?2 sites.
Historically user expectations for data transfer performance across

Wide Area networks are rarely met. In order to isolate the probable

cause of the sub-optimal performance one needs to obtain network
monitoring data from multiple network domains and aggregate these data
at some centralized location. Extra steps are desired as well for the
transparent network path visualization and advanced anomalous conditions
analysis along the network path(s).

The E-Center project, funded by Department’s of Energy Office of
Science, is designed to become a centralized collaborative platform for

the Wide Area network users. This is the place where network user may
find answers, identify and isolate any network related problem, exchange
information with other users or network experts. It is built on top of
webservices architecture and most advanced open source Drupal Content
Management System. In the following presentation we cover E-Center
design, distributed architecture, Data Retrieval Service, novel network
performance visualization ideas, Anomalous Network Events detection and
Forecasting services. The E-Center is deployed at

https://ecenter.fnal.gov. The most general use cases will be outlined as
well.

Poster Session / 34

Implementation of Intensity Frontier Beam Information Database

Author: Igor Mandrichenko'

Co-authors: Andrew Norman !; Andrey Petrov 1. Vladimir Podstavkov '

! Fermilab
Corresponding Author: ivm@fnal.gov

Neutrino physics research is an important part of FNAL scientific program
in post Tevatron era. Neutrino experiments are taking

advantage of high beam intensity delivered by the FNAL accelerator
complex. These experiments share a common

beam infrastructure, and require detailed information about the operation
of the beam to perform their measurements. We have designed and
implemented a system to capture, store and deliver this common beam data
to all of the neutrino experiments in real-time. The solution that we
designed and built is a robust, high reliability, high performance system
that is capable of providing both real-time and historic beam conditions
data to the experiments at different stages in their data acquisition and
analysis chains. This system is currently being integrated into the online
data collection, online monitoring and off-line data processing for each

of the experiments. The presentation will cover the design and
implementation of this system, its interfaces.
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Poster Session / 35

BESIII and SuperB: Distributed job management with Ganga

Authors: Andrea Galvani'; Armando Fella?; Eleonora Luppi3; Luca Tomassetti’; Matteo Manzali®; Vincenzo Spinoso‘*;
Xiaomei Zhang®

Co-authors: Alex Richards ®; Ivan Antoniev Dzhunov ’; Jakub JakubMoscicki ¥; Johannes Ebke °; Mark Slater *°;
Mike Kenyon ?; Ulrik Egede ''; Yanliang Han '?; Ziyan Deng '
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? Ludwig-Maximilians-Univesity Muenchen, Germany
19 Birmingham University, UK

! Imperial College Sci., Tech. & Med. (GB)
' IHEP

A job submission and management tool is one of the necessary components in any distributed com-
puting system. Such a tool should provide a user-friendly interface for physics production group and
ordinary analysis users to access heterogeneous computing resources, without requiring knowledge
of the underlying grid middleware. Ganga, with its common framework and customizable plug-in
structure, is such a tool.

This paper will describe how experiment-specific job-management tools for BESIII and SuperB were
developed as Ganga plugins, and discuss our experiences of using Ganga.

The BESIII experiment studies electron-positron collisions in the tau-charm threshold region at
BEPCIL, located in Beijing. The SuperB experiment will take data at the new generation High Lu-
minosity Flavor Factory, under construction in Rome. With its extremely high targeted luminosity
(100 times more than previously achieved) it will provide a uniquely important source of data about
the details of the New Physics uncovered at hadron colliders. To meet the challenge of rapidly in-
creasing data volumes in the next few years, BESIII and SuperB are both now developing their own
distributed computing environments.

For both BESIII and SuperB, the experiment-specific Ganga plugins are described and their integra-
tion with the wider distributed system shown. For BESII], this includes integration with the software
system (BOSS) and the Dirac based distributed environment. Interfacing with the BESIII metadata
and file catalog for dataset discovery is one of the key parts and is also described. The SuperB experi-
ence includes the development of a plugin capable of managing users’analysis and Monte Carlo pro-
duction jobs and integration of the Ganga job management features with two SuperB-specific infor-
mation systems: the simulation production bookkeeping database and the data placement database.
The experiences of these two different experiments in developing Ganga plugins to meet their own
unique requirements are compared and contrasted, highlighting lessons learned.

Poster Session / 36

FAZIA FRONT-END ELECTRONICS, GLOBAL SYNCHRONIZA-
TION AND TRIGGER DESIGN

Author: Alfonso Boiano'

Co-authors: Antonio Ordine '; Elio Rosato ?; Gennaro Tortone *; Giulio Spadaccini 4. Mariano Vigilante 4. Raffaele
Giordano !
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FAZIA stands for the Four Pi A and Z Identification Array. This is a
project which aims at building a new 4pi particle detector for

charged particles. It will operate in the domain of heavy-ion induced
reactions around the Fermi energy. It puts together several international
institutions in Nuclear Physics.

It is planned to be operating with both stable and radioactive nuclear
beams. A large effort on research and development is currently made,
especially on digital electronics and pulse shape analysis, in order

to improve the detection capabilities.

This contribution will describe electronic layout from detector signal
conversion to data transport through optical fiber. System synchronization
for “time-of-flight” measurement of particles, trigger development and
overall tests will be also dicussed.

Poster Session / 37

Using Hadoop File System and MapReduce in a small/medium
Grid site

Author: Hassen Riahi’

! Universita e INFN (IT)

Corresponding Author: hassen.riahi@cern.ch

Data storage and access represent the key of CPU-intensive and data-intensive high performance
Grid computing. Hadoop is an open-source data processing framework that includes, fault-tolerant
and scalable, distributed data processing model and execution environment, named MapReduce, and
distributed file system, named Hadoop distributed file system (HDFS).

HDFS was deployed and tested within the Open Science Grid (OSG) middleware stack. Efforts have
been taken to integrate HDFS with gLite middleware. We have tested the file system thoroughly
in order to understand its scalability and fault-tolerance while dealing with small/medium site envi-
ronment constraints. To benefit entirely from this file system, we made it working in conjunction
with Hadoop Job scheduler to optimize the executions of the local physics analysis workflows. The
performance of the analysis jobs which used such architecture seems to be promising, making it
useful to follow up in the future.
Student? Enter ’yes’. See http://goo.gl/MVv53:

yes

Poster Session / 38

Multi-threaded Event Reconstruction with JANA

Author: David Lawrence’
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The JANA framework has been deployed and in use since 2007 for development of the GlueX experi-
ment at Jefferson Lab. The multi-threaded reconstruction framework is routinely used on machines
with up to 32 cores with excellent scaling. User feedback has also helped to develop JANA into a
user-friendly environment for development of reconstruction code and event playback. The basic
design of JANA will be presented along with results of scaling tests on many-core machines.

Poster Session / 39

Workload management in the EMI project

Author: Marco Cecchi’

! Istituto Nazionale Fisica Nucleare (IT)
Corresponding Author: marco.cecchi@cnaf.infn.it

The EU-funded project EMI, now at its second year, aims at providing a unified, high quality mid-
dleware distribution for e-Science communities. Several aspects about workload management over
diverse distributed computing environments are being challenged by the EMI roadmap: enabling
seamless access to both HTC and HPC computing services, implementing a commonly agreed frame-
work for the execution of parallel computations and supporting interoperability models between
Grids and Clouds. Besides, a rigourous requirements collection process, involving the WLCG and
various NGIs across Europe, assures that the EMI stack is always committed to serving actual needs.
With this background, the gLite Workload Management System (WMS), the metascheduler service
delivered by EMI, is augmenting its functionality and scheduling models according to the aforemen-
tioned project roadmap and the numerous requirements collected over the first project year. This
paper is about present and future work of the WMS in EMI, reporting on design changes, implemen-
tation choices and long-term vision.

Poster Session / 40

STEPtoRoot - from CAD to monte carlo simulation

Author: Tobias Stockmanns’

! Forschungszentrum Fiilich GmbH
Corresponding Author: t.stockmanns@fz-juelich.de

Modern experiments in hadron and particle physics are searching for more and more rare decays
which have to be extracted out of a huge background of particles. To achieve this goal a very high
precision of the experiments is required which has to be reached also from the simulation software.
Therefore a very detailed description of the hardware of the experiment is needed including also
tiny details.

To help the programmer of the simulation software to achieve the required level of detail a semi-
automatic tool was developed which is able to convert geometry descriptions coming from CAD
programs into root geometries which can be used directly in any root based simulation software.
The features of the conversion program will be presented and results from its use for the PANDA
experiment will be shown.

Poster Session / 41
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The Offline Software Framework of the NA61/Shine Experiment
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NA61/SHINE (SHINE = SPS Heavy Ion and Neutrino Experiment) is an experiment at the CERN
SPS using the upgraded NA49 hadron spectrometer. Among its physics goals are precise hadron
production measurements for improving calculations of the neutrino beam flux in the T2K neutrino
oscillation experiment as well as for more reliable simulations of cosmic-ray air showers. More-
over, p+p, p+Pb and nucleus+nucleus collisions will be studied extensively to allow for a study of
properties of the onset of deconfinement and search for the critical point of strongly interacting
matter.

Currently NA61/SHINE uses the old NA49 software framework for reconstruction, simulation and
data analysis. The core of this legacy framework was developed in the early 1990s. It is written
in different programming languages (C, pgi-Fortran) and provides several concurrent data formats
including obsolete parts in the data model.

In this contribution we will introduce the new software framework, called Shine, that is written in
C++ and designed to comprize three principal parts: a collection of processing modules which can be
assembled and sequenced by the user using XML, an event data model which contains all simulation
and reconstruction information based on ROOT, and a detector description which provides data on
the configuration and state of experiment. To assure a quick migration from to the Shine framework,
wrappers were introduced that allow to run legacy code parts as modules in the new framework and
we will present first results on the cross validation of the two frameworks.

Student? Enter ’yes’. See http://goo.gl/MVv53:

yes

Poster Session / 42

Identification of charmed particles using Multivariate analysis in
STAR experiment

Author: Jonathan Bouchet’

! Kent State University

Corresponding Author: bouchet@rcf.rhic.bnl.gov

Due to their production at the early stages, heavy flavor particles are of interest to study the prop-
erties of the matter created in heavy ion collisions at RHIC.

Previous measurements of D and B mesons at RHIC[1, 2] using semi-leptonic probes show a suppres-
sion similar to that of light quarks, which is in contradiction with theoretical models only including
gluon radiative energy loss mechanism[3].

A direct topological reconstruction is then needed to obtain a precise measurement of charm meson
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decays. This method leads to a substantial combinatorial background which can be reduced by using
modern multivariate techniques (TMVA) which make optimal use of all the information available.

Comparison with classical methods and performances of some classifiers will be presented for the
reconstruction of D° decay vertex (D — K ~7") and its charge conjugate from Au+Au collisions

at /syn = 200 GeV.

[1]Adare A. et al., PHENIX Collaboration, arXiv:1005.1627\newline
[2]B.I Abelev et al., STAR Collaboration, arXiv:0607012v3\newline
[3]Dokshitzer, Yuri L. and Kharzeev, D. E., Phys. Lett. B{\bf 519} \newline

Poster Session / 43
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ALICE is one of the four main experiments at the CERN Large Hadron Collider (LHC) in Geneva.
The Alice Detector Control System (DCS) is responsible for the operation and monitoring of the 18
detectors of the experiment and of central systems, for collecting and managing alarms, data and
commands. Furthermore, it is the central tool to monitor and verify the beam mode and conditions
in order to ensure the safety of the detectors.

Experience with systems and beams has allowed for a continuous evolution of the DCS in the direc-
tion of automatizing actions based on detector status and beam conditions, which otherwise were
left to the judgement of the shift crew. Both the safety of the detectors and the data taking efficiency
of the experiment benefits from this strategy.

This paper shows how the DCS is interpreting the daily operations from a beam-driven point of view.
A tool is implemented, where automatic actions can be set and monitored through expert panels,
with a custom level of automation. Several routine operations are already in place in a fully autom-
atized fashion: e.g. the transition to a safe state of the detectors during critical beam modes such
as injection, as communicated by the LHC, to avoid potentially unsafe situations and unnecessary
delays to the accelerator procedures.

Event Processing / 45

A GPU-based multi-jet event generator for the LHC

Author: Gerben Stavenga'

Co-author: Walter Giele !

! Fermilab
Corresponding Author: giele@fnal.gov
We present a GPU-based parton level event generator for multi-jet events at the LHC. The current

implementation generates up to 10 jets with a possible vector boson.
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At leading order the speed increase over a single core CPU is in excess of a factor of 500 using a
single desktop based NVIDIA Fermi GPU.
We will also present results for the next-to-leading order implementation.

Poster Session / 46

The ALICE EMCal High Level Triggers

Author: Federico Ronchetti’

! Istituto Nazionale Fisica Nucleare (IT)

Corresponding Author: federico.ronchetti@gmail.com

The ALICE detector yields a huge sample of data, via millions of channels from different sub-detectors.
On-line data processing must be applied to select and reduce the data volume in order to increase
the significant information in the stored data.

ALICE applies a multi-level hardware trigger scheme where fast detectors are used to feed a three-
level deep chain, L0-L2. The High-Level Trigger (HLT) is a fourth filtering stage sitting logically
between the L2 trigger and the DAQ (Data AcQuisition) event building.

The EMCal detector comprises a large area electromagnetic calorimeter that extends the measured
particle momenta up to pT=200GeV/c, thus ALICE capability to perform jet reconstruction is im-
proved by measuring the neutral energy component of jets, photons and neutral mesons.

An online reconstruction and trigger chain has been developed within the HLT framework to sharpen
the EMCal hardware triggers, by combining the central barrel tracking information with the shower
reconstruction (clusters) in the calorimeter, thus allowing to obtain a clear and unbiased sample of
electron and jet events, both in p-p and A-A LHC runs.

In the present talk the functionalities of the software components of the EMCal/HLT online recon-
struction and trigger chain will be discussed. The status and results of the development work will
be shown with particular reference to the online chain’s physics performance.

Poster Session / 50

Online Metadata Collection and Monitoring Framework for the
STAR Experiment at RHIC

Authors: Dmitry Arkhipkinl; Gene Van Buren'; Jerome LAURET?, Wayne Betts!

! Brookhaven National Laboratory

? BROOKHAVEN NATIONAL LABORATORY
Corresponding Author: arkhipkin@bnl.gov

The STAR Experiment further exploits scalable message-oriented model principles to achieve a high
level of control over online data

streams. In this report we present an AMQP-powered Message Interface and Reliable Architecture
framework (MIRA), which allows STAR to orchestrate the activities of Metadata Collection, Moni-
toring, Online QA and several Run-Time / Data Acquisition system components in a very efficient
manner. The very nature of the reliable message bus suggests parallel usage of multiple independent
storage mechanisms for our metadata. We describe our experience of a robust data-taking setup em-
ploying MySQL and HyperTable based archivers for metadata processing. In addition, MIRA has
an AJAX-enabled web GUI, which allows real-time visualisation of online process flow and detector
subsystem states, and doubles as a sophisticated alarm system when combined with complex event
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processing engines like Esper, Borealis or Cayuga. Reported data and suggested path forward are
based on our experience during the 2011-2012 running of STAR.
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Searches for new physics by experimental collaborations represent a significant investment in time
and resources. Often these searches are sensitive to a broader class of models than they were orig-
inally designed to test. It is possible to extend the impact of existing searches through a technique
we call ‘recasting’. We present RECAST, a framework designed to facilitate the usage of this tech-
nique.

Summary:

We discuss the general concept of the framework, as well as recent work done on its implementation.
The framework consists of the front-end, the back-end, and the supporting APIs each of which is sepa-
rately discussed and explained.
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DIRAC is the Grid solution designed to support LHCb production activities as well as user data
analysis. Based on a service-oriented architecture, DIRAC consists of many cooperating distributed
services and agents delivering the workload to the Grid resources. Services accept requests from
agents and running jobs, while agents run as light-weight components, fulfilling specific goals. Ser-
vices maintain database back-ends to store dynamic state information of entities such as jobs, queues,
staging requests, etc. Agents use polling to check for changes in the service states, and react to these
accordingly. A characteristic of DIRAC’s architecture is the relatively low complexity in the logic
of each agent; the main source of complexity lies in their cooperation. These agents run concur-
rently, and communicate using the services’ databases as a shared memory for synchronizing the
state transitions.

Although much effort is invested in making DIRAC reliable, entities occasionally get into inconsis-
tent states, leading to a potential loss of efficiency in both resource usage and manpower. Tracing
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and fixing the root of such encountered behaviors becomes a formidable task due to the inherent
parallelism present. In this paper we propose the use of rigorous methods for improving software
quality. Model checking is one such technique for analysis of an abstract model of a system , and
verification of certain properties of interest. Unlike conventional testing, it allows full control over
the execution of parallel processes and also supports exhaustive state-space exploration.

We used the mCRL2 language and toolset to model the behavior of two critical and related DIRAC
subsystems:the workload management and the storage management system. mCRL2 is based on
process algebra, and is able to deal with generic data types as well as user-defined functions for data
transformation. This makes it particulary suitable for modeling the data manipulations made by
DIRAC’s agents. By visualizing the state space and replaying scenarios with the toolkit’s simulator,
we have detected critical race-conditions and livelocks in these systems, which we have confirmed
to occur in the real system. We further formalized and verified several properties that were consid-
ered relevant. Our future direction is exploring to what extent a (pseudo)automatic extraction of a
formal model from DIRAC’s implementation is feasible. Given the highly dynamic features of the
implementation platform (Python), this is a challenging task.
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A Large Ion Collider Experiment (ALICE) is the heavy-ion detector designed to study the physics of
strongly interacting matter and the quark-gluon plasma at the CERN Large Hadron Collider (LHC).
Since its successful start-up in 2010, the LHC has been performing outstandingly, providing to the
experiments long periods of stable collisions and an integrated luminosity that greatly exceeds the
planned targets.

To fully explore these privileged conditions, we aim at maximizing the experiment’s data taking
productivity during stable collisions. We present in this paper the evolution of the online systems
in order to spot reasons of inefficiency and address new requirements.

This paper describes the features added to the ALICE Electronic Logbook (eLogbook) to allow the
Run Coordination team to identify, prioritize, fix and follow causes of inefficiency in the experiment.
Thorough monitoring of the data taking efficiency provides reports for the collaboration to portray
its evolution and evaluate the measures (fixes and new features) taken to increase it. In particular, the
eLogbook helps decision making by providing quantitative input, which can be used to better balance
risks of changes in the production environment against potential gains in quantity and quality of
physics data. It will also present the evolution of the Experiment Control System (ECS) to allow
on-the-fly error recovery actions of the detector apparatus while limiting as much as possible the
loss of integrated luminosity.

The paper will conclude with a review of the ALICE efficiency so far and the future plans to improve
its monitoring.
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This paper will describe how the ALICE Electronic Logbook (eLogbook) is used to recognize the
main causes of inefficiency, allowing the Run Coordination team to identify, prioritize, address and
follow them. It will also explain how the eLogbook is used to monitor the data taking efficiency,
providing reports that allow the collaboration to portray its evolution and evaluate the measures
taken to increase it. Finally, it will present the ALICE efficiency since the start-up of the LHC and
the future plans to improve its monitoring.
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CTA (Cherenkov Telescope Array) is one of the largest ground-based astronomy projects being pur-
sued and will be the largest facility for ground-based gamma-ray observations ever built. CTA will
consist of two arrays (one in the Northern hemisphere and one in the Southern hemisphere) com-
posed of several different sizes of telescopes. A prototype for the Medium Size Telescope (MST)
type of a diameter of 12 m will be installed in Berlin by the beginning of 2012. This MST prototype
will be composed of the mechanical structure, drive system, mirror facets mounted with an active
mirror control system. Four CCD cameras and a weather station will allow measurement of the
performance of the instrument. The ALMA Common Software (ACS) distributed control framework
is currently being considered by the CTA consortium to serve as the array control middleware. In
order to evaluate the ACS software, it has been decided to implement an ACS-based readout and
control system for the MST prototype. The design of the control software is following the concepts
and tools under evaluation within the CTA consortium, like the use of a UML based code generation
framework for ACS component modeling, and the use of OPC Unified Architecture (OPC UA) for
hardware access. In this contribution the progress in the implementation of the control system for
this CTA prototype telescope is described.

Student? Enter ’yes’. See http://goo.gl/MVv53:

no

Poster Session / 56

The ALICE DAQ Detector Algorithms framework

Author: Sylvain Chapeland’

Co-authors: Adriana Telesca '; Alexandru Grigore 2. Barthelemy von Haller 1. Bartolomeu Andre Rodrigues Fer-
nandes Rabacal ®; Csaba Soos !; Ervin Denes *; Filippo Costa 1. Franco Carena ; Giuseppe Simonetti 5. Pierre Vande
Vyvre 1. Roberto Divia !; Ulrich Fuchs !; Vasco Chibante Barroso *; Wisla Carena !

' CERN

2 Polytechnic University of Bucharest (RO)
* Instituto Superior Tecnico (IST)

* Hungarian Academy of Sciences (HU)

Page 27



Computing in High Energy and Nuclear Physics (CHEP) 2012 / Book of Abstracts

3 Universita e INFN (IT)
Corresponding Author: sylvain.chapeland@cern.ch

ALICE (A Large Ion Collider Experiment) is the heavy-ion detector studying the physics of strongly
interacting matter and the quark-gluon plasma at the CERN LHC (Large Hadron Collider). The 18 AL-
ICE sub-detectors are regularly calibrated in order to achieve most accurate physics measurements.
Some of these procedures are done online in the DAQ (Data Acquisition System) so that calibration
results can be directly used for detector electronics configuration before physics data taking, at run
time for online event monitoring, and offline for data analysis.

A framework was designed to collect statistics and compute calibration parameters, and has been
used in production since 2008. This paper focuses on the recent features developed to benefit from
the multi-cores architecture of CPUs, and to optimize the processing power available for the calibra-
tion tasks. It involves some C++ base classes to effectively implement detector specific code, with
independent processing of events in parallel threads and aggregation of partial results. We present
benchmarks showing the performance improvements, and some results of investigations conducted
with CUDA and GPUs to push the speed-up further.

The Detector Algorithm (DA) framework provides utility interfaces for handling of input and output
(configuration, monitored physics data, results, logging), and self-documentation of the produced
executable. New algorithms are created quickly by inheritance of base functionality and implemen-
tation of few ad-hoc virtual members, while the framework features are kept expandable thanks
to the isolation of the detector calibration code. The DA control system also handles unexpected
processes behavior, logs execution status, and collects performance statistics.
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ALICE (A Large Ion Collider Experiment) is the heavy-ion detector studying the physics of strongly
interacting matter and the quark-gluon plasma at the CERN LHC (Large Hadron Collider). The DAQ
(Data Acquisition System) facilities handle the data flow from the detectors electronics up to the mass
storage. The DAQ system is based on a large farm of commodity hardware consisting of more than
600 devices (Linux PCs, storage, network switches), and controls hundreds of distributed hardware
and software components interacting together.

This paper presents Orthos, the alarm system used to detect, log, report, and follow-up abnormal
situations on the DAQ machines at the experimental area.

The main objective of this package is to integrate alarm detection and notification mechanisms with
a full-featured issues tracker, in order to prioritize, assign, and fix system failures optimally. This
tool relies on a database repository with a logic engine, SQL interfaces to inject or query metrics,
and dynamic web pages for user interaction. We describe the system architecture, the technologies
used for the implementation, and the integration with existing monitoring tools.
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In order to search for new physics beyond the standard model, the next generation of B-factory
experiment, Belle II will collect a huge data sample that is a challenge for computing systems. The
Belle II experiment, which should commence data collection in 2015, expects data rates 50 times
higher than that of Belle. In order to handle this amount of data, we need a new data handling
system based on a new computing model, which is a distributed computing model including grid
farms as opposed to the central computing model using clusters at the Belle experiment.

The existing Belle data handling system has problems with performance, scalability, and robustness
at the projected Belle I data rate, which makes it inappropriate for the Belle IT experiment. Moreover,
the solution applied by Belle is not intended to be used in a distributed environment. Therefore, the
goal of the Belle I data handling system is to make a reliable and efficient metadata system based
on grid farms.

In this talk, we explain the architecture, characteristics, components and interactions of them for
the Belle II data handling system. We also show the user scenario for the data handling system. To
determine where the files are located on the grid and thus to which sites the jobs that process these
files should be submitted, we uses the LCG File Catalog (LFC).

Distributed Processing and Analysis on Grids and Clouds / 59
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This contribution describes a prototype grid proxy cache system developed at Nikhef, motivated by
a desire to construct the first

building block of a future https-based Content Delivery Network for multiple-VO grid infrastruc-
tures. Two goals drove the project:

firstly to provide a “native view” of the grid for desktop-type users, and secondly to improve perfor-
mance for physics-analysis type use cases, where multiple passes are made over the same set of data
(residing on the grid). We further constrained the design by

requiring that the system should be made of standard components wherever possible.

The prototype that emerged from this exercise is a horizontally-scalable, cooperating system of web
server / cache nodes, fronted by a customized webDAV server. The webDAV server is custom only in
the sense that it supports HTTP redirects (providing horizontal scaling) and that the authentication
module has, as back

end, a proxy delegation chain that can be used by the cache nodes to retrieve files from the grid.
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The prototype was deployed at Nikhef and tested at a scale of several terabytes of data and approxi-
mately one hundred fast cores of

computing. Both small and large files were tested, in a number of scenarios, and with various num-
bers of cache nodes, in order to

understand the scaling properties of the system. For properly-dimensioned cache-node hardware,
the system showed speedup of

several integer factors for the analysis-type use cases. These results and others are presented and
discussed in this contribution.
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Desktop grid (DG) is a well known technology aggregating volunteer computing resources donated
by individuals to dynamically construct a virtual cluster. A lot of efforts are done these last years to
extend and interconnect desktop grids to other distributed computing resources, especially focusing
on so called “service grids”middleware such as “gLite”, “ARC”and “Unicore”.

In the former “EDGeS”european project (http://edges-grid.eu/), work has been done on standard-
izing and securing desktop grids to propose, since 2010, a new platform exposing an uniformed
view of resources aggregated from DG run by Boinc (http://boinc.berkeley.edu/) or XtremWeb-HEP
(http://www.xtremweb-hep.org/), and resources aggregated from EGEE (http://www.eu-egee.org/).
Today, the current “EDGI”european project (http://edgi-project.eu/) extends the EDGeS platform by
integrating “ARC”and “Unicore”middleware. This project also includes cloud related research top-
ics. In this paper we present our first results on integrating cloud technology into desktop grid. This
work has two goals. First goal is to permit to desktop grid users to deploy and use their own virtual
machines over a set of volunteer resources aggregated over DG. Second goal is to continue to propose
a standardized view to the user who would wish to submit jobs as well as virtual machines

Summary:

This paper first introduces standardization efforts done in EDGeS and EDGI. Cloud and virtualization
over DG are then presented. We present our solution over XtremWeb-HEP and standardization effort
to transparently submit jobs to both grid and cloud, as well a to transparently submit virtual machines
to both grid and cloud. Finally we present some use cases where our platform is used by ATLAS and
SuperNemo users.
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Taking Global Scale Data Handling to the Fermilab Intensity Fron-
tier

Author: Adam Lyon'
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Fermilab Intensity Frontier experiments like Minerva, NOvA, g-2 and Mu2e currently operate with-
out an organized data handling system, relying instead on completely manual management of files
on large central disk arrays at Fermilab. This model severely limits the computing resources that
the experiments can leverage to those tied to the Fermilab site, prevents the use of coherent staging
and caching of files from tape and other mass storage media, and produces an onerous burden on
the individuals responsible for data processing.

The SAM data handling system[1], used by the Fermilab Tevatron experiments CDF and D0 for Run
I (2002-2011), solves these problems by providing data set abstraction, automated file cataloging
and management, global delivery, and processing tracking. It has been a great success at CDF and
DO achieving global delivery rates of “1.5 PB/week/experiment for raw data, Monte Carlo, produc-
tion and analysis activities. However, SAM has been heavily tailored for integration in both CDF
and DO analysis frameworks, making it difficult and time-consuming to repeat that work for new
experiments. The command line user interface is also complex, non-intuitive and represents a tall
barrier for new and casual users. These issues have slowed the adoption of SAM by Intensity Frontier
experiments. The Fermilab Computing Sector is improving SAM with a generic “deployment-less”
HTTP based client for analysis framework integration and an intuitive FUSE[2] based user interface
to permit universal adoption of SAM across the Intensity Frontier.

We will describe these solutions in detail, their technical implementation, and their impact on the
adoptability of SAM for new experiments.

[1] http://projects.fnal.gov/samgrid/
[2] http://http://fuse.sourceforge.net/
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The EMI project intends to receive or rent an exhibition spot nearby the main and visible areas of
the event (such as coffee-break areas), to exhibit the projects goals and the latest achievements, such
as the EMI1 release.

The means used will be posters, video and distribution of flyers, sheets or brochures. It would be
useful to have a 2x3 booth with panels available to post on posters, and some basic furniture as table,
2 chairs, a lamp, a wired/wi-fi connection, electrical outlet.
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Summary:

A joint effort of the major European distributed computing middleware providers. Distributed, secure
compute and data management services to support and evolve the research infrastructures and allow
academic and industrial researchers to access resources, data and applications across the world. EMI
improves the existing middleware services and harmonizes them, realizing a common framework for
building, certifying and distributing with the result of rendering the middleware to be simpler and easier
to use. EMI reduces and aims to solve the interoperability problems faced by the distributed computing
infrastructure communities. http://www.eu-emi.eu/

The exhibition booth will showcase the latest achievements, such as the first Release (EMI1) and its
features, a video/demo showing the advantage of using the EMI products for research, distribution of
brochures and/or leaflets.
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MARDI-Gross builds on previous work with the LIGO collaboration, using the ATLAS experiment
as a use case to develop a tool-kit on data management for people making proposals for large High
Energy Physics experiments, as well a experiments such as LIGO and LOFAR, and also for those
assessing such proposals. The toolkit will also be of interest to those in the active data management
for new and current experiments.

Summary:

Data management and data preservation in science has moved from an issue for projects to a matter
for public discussion. Citizen science and public access to public data have joined outreach, education,
long-term data archival and analysis in the afterlife of collaborations as major items. Accordingly, re-
search funding agencies are introducing data management policies that make far greater demands than
before.

MARDI-Gross builds on previous work with the LIGO collaboration, using the ATLAS experiment as a
use case to develop a tool-kit on data management for people making proposals for large High Energy
Physics experiments, as well a experiments such as LIGO and LOFAR, and also for those assessing such
proposals. The toolkit will also be of interest to those in the active data management for new and cur-
rent experiments.
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New data visualization of the LHC Era Monitoring (Lemon) sys-
tem
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In the last few years, new requirements have been received for visualization of monitoring data:
advanced graphics, flexibility in configuration and decoupling of the presentation layer from the
monitoring repository.

Lemonweb is the data visualization component of the LHC Era Monitoring (Lemon) system. Lemon-
web consists of two sub-components: a data collector and a web visualization interface.

The data collector is a daemon, implemented in Python, responsible for data gathering from the cen-
tral monitoring repository and storing into time series data structures. Data are stored on disk in
Round Robin Database (RRD) files: one file per monitored entity, with all the available monitoring
data. Entities may be grouped into a hierarchical structure, called “clusters”’and supporting math-
ematical operations over entities and clusters (e.g. cluster A + cluster B /clusters C —entity XY).
Using the configuration information, a cluster definition is evaluated in the collector engine and, at
runtime, a sequence of data selects is built, to optimize access to the central monitoring repository.

An overview of the design and architecture as well as highlights of some implemented features will
be presented. The CERN Computer Centre instance, visualizing “17k entries, will be described, with
an example of the advanced cluster configuration and integration with the CLUMAN (a job manage-
ment and visualization system) visualization module.

Event Processing / 66

Track Reconstruction in Belle 2
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The Silicon Vertex Detector (SVD) of the Belle II experiment is a
newly developed device with four measurement layers. The detector is
designed to enable track reconstruction down to the lowest momenta
possible, in order to significantly increase the effective data sample
and the physics potential of the experiment. Both track finding and
track fitting have to deal with these requirements. We describe the
outline of the track finding procedure and details of the track fit.

An immportant aspect of the latter is the correct treatment of
material effects such as multiple Coulomb scattering and energy loss
by ionization at very low particle energies. As the SVD is an
ultra-light design, non-Gaussian tails in the multiple scattering
distributions are non-negligible and have to be dealt with. We present
results from a Deterministic Annealing Filter (DAF) and compare its
performance to the baseline Kalman filter. Both methods are
implemented using the GENFIT package. We describe the various
modifications and improvements of GENFIT that are required for a
successful application in the Belle II environment.
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Collaboration Tools, Videoconference, support for large scale scientific collaborations, HD video

Summary:

The EVO (Enabling Virtual Organizations) system is based on a new distributed and unique architecture,
leveraging the 14+ years of unique experience of developing and operating large distributed production
based collaboration systems. The primary objective being to provide to the High Energy and Nuclear
Physics experiments a system/service that meet their unique requirements of usability, quality, scalabil-
ity, reliability, and cost necessary for nationally and globally distributed research organizations. Today,
he EVO system is heavily use by the LHC and more generally by High Energy and Nuclear Physics
community and the LIGO community with more than 5,000 meetings a month.

As more features/functionality as been added to the system to better support the research community,
we developed a new advanced and unified client called SeeVogh fully compatible with previous version
that will be available to the community via authenticated portal (CERN, LIGO, etc.. ) using unified
SSO.

The new service model and SeeVogh client will be described during this talk.
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In the advent of the 12 GeV upgrade at CEBAF, it becomes necessary to create new detectors to
accommodate the more powerful beam-line. It follows that new software is needed for tracking,
simulation and event display. In the case of CLAS12, the new detector to be installed in Hall B, de-
velopment has proceeded on new analysis frameworks and runtime environments, such as the Clara
(CLAS12 Reconstruction and Analysis) framework. Our goal is to create a tracking program for the
forward components of the CLAS12 which takes advantage of the service oriented architecture pro-
vided by the Clara framework. The tracking program must group together hits from the detector that
were caused by the same particle, determine which type of particle it was (particle identification),
and estimate its vector momentum and a point on its trajectory. We have an additional requirement
of timing: the program must be fast enough that the reconstruction rate is comparable to the data
acquisition rate. Also, due to the complexity of these sorts of programs, modularity is necessary. The
purpose of our study is to create a program that meets all of the requirements of a tracking program,
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while using a service oriented architecture to enhance timing as well as flexibility (software agility
and scaling).
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The Version Control Service for ATLAS Data Acquisition System
Configuration Files

Author: Igor Soloviev'

! University of California Irvine (US)
Corresponding Author: igor.soloviev@cern.ch

To configure data taking run the ATLAS systems and detectors store more than 150 MBytes of data
acquisition related configuration information in OKS[1] XML files. The total number of the files
exceeds 1300 and they are updated by many system experts. In the past from time to time after such
updates we had experienced problems with configuring of a run caused by XML syntax errors or
inconsistent state of files from overall ATLAS configuration point of view. It was not always possible
to know who made a modification caused problem or how to go back to previous version of modified
file.

Few years ago the special service for XML files addressing the issues has been implemented and
deployed on ATLAS Point-1. It excludes direct write access to XML files stored in central database
repository. Instead for an update the files are copied into user repository, validated after modifica-
tions and committed using CVS server. The server’s callback updates the central repository. Also,
the CVS keeps track of all modifications allowing Web interface for browsing details of the modi-
fications or restoring any previous version of files. The paper provides details of implementation
and exploitation experience that maybe interesting for others using various files for configuration
purposes.

[1] “The ATLAS DAQ system online configurations database service challenge”, LSoloviev et al.,
CHEP 2007 and J. Phys.: Conf. Ser. 119:022004
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After about two years of data taking with the ATLAS detector manifold experience with the custom-
developed trigger monitoring and reprocessing infrastructure could be collected.

The trigger monitoring can be roughly divided into online and offline monitoring. The online moni-
toring calculates and displays all rates at every level of the trigger and evaluates up to 3000 data qual-
ity histograms. The physics analysis relevant data quality information is being checked and recorded
automatically. The offline trigger monitoring provides information depending of the physics moti-
vated different trigger streams after a run has finished. Experts are checking the information being
guided by the assessment of algorithms checking the current histograms with a reference. The ex-
perts are recording their assessment in a so-called data quality defects database which is being used
to build a good run list of data good enough for physics analysis. In the first half of 2011 about three
percent of all data had an intolerable defect resulting from the ATLAS trigger system.

To keep the percentage of data with defects low any changes of trigger algorithms or menus must be
tested reliabely. A recent run with a sufficient statistics (in the order of one million events) is being
reprocessed to check that the changes do not introduce any unexpected side-effects. The current
framework for the reprocessing is a GRID production system custom built for ATLAS requirements
called PANDA [1]. The reprocessed datasets are being checked in the same offline trigger monitoring
framework that is being used for the offline trigger data quality. It turned out, that the current system
works very reliable and all potential problems could be faced.

[1] PANDA: T. Maeno [ATLAS Collaboration], PanDA: Distributed production and distributed
analysis system for ATLAS, J.Phys.Conf.Ser.119(2008)
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Corresponding Authors: chris.bee@cern.ch, bartoldu@slac.stanford.edu

The parameters of the beam spot produced by the LHC in the ATLAS interaction region are com-
puted online using the ATLAS High Level Trigger (HLT) system. The high rate of triggered events is
exploited to make precise measurements of the position, size and orientation of the luminous region
in near real-time, as these parameters change significantly even during a single data-taking run.
We present the challenges, solutions and results for the online determination, monitoring and beam
spot feedback system in ATLAS. A specially designed algorithm, which uses tracks registered in the
silicon detectors to reconstruct event vertices, is executed on the HLT processor farm of several thou-
sand CPU cores. Monitoring histograms from all the cores are sampled and aggregated across the
farm every 60 seconds. The reconstructed beam values are corrected for detector resolution effects,
measured in situ from the separation of vertices whose tracks have been split into two collections.
Furthermore, measurements for individual bunch crossings have allowed for studies of single-bunch
distributions as well as the behavior of bunch trains, calibrated to the beam average. Run control in-
vokes a comparison of the nominal and measured beam spot values, and when threshold conditions
are satisfied the farm configuration is updated. To achieve sharp time boundaries across the event
stream, which is triggered at rates of several kHz, a special datagram is injected into the event path
via the Central Trigger Processor that signals the pending update to the trigger nodes. Thousands
of clients then fetch the same set of values from the conditions database in a fraction of a second via
an efficient near-simultaneous access made possible through a dedicated CORAL Server and Proxy
tree.
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A large experiment like ATLAS at LHC (CERN), with over three thousand members and a shift crew
of 15 people running the experiment 24/7, needs an easy and reliable tool to gather all the infor-
mation concerning the experiment development, installation, deployment and exploitation over its
lifetime. With the increasing number of users and the accumulation of stored information since the
experiment start-up, the electronic logbook actually in use, ATLOG, started to show its limitations
in terms of speed and usability. Its monolithic architecture makes the maintenance and implementa-
tion of new functionality a hard-to-almost-impossible process. A new tool ELisA has been developed
to replace the existing ATLOG. It is based on modern web technologies: the Spring framework us-
ing a Model-View-Controller architecture was chosen, thus helping building flexible and easy to
maintain applications. The new tool implements all features of the old electronic logbook with in-
creased performance and better graphics: it uses the same database back-end for portability reasons.
In addition, several new requirements have been accommodated which could not be implemented
in ATLOG. This paper describes the architecture, implementation and performance of ELisA, with
particular emphasis on the choices which allowed to have a scalable and very fast system and on the
aspects that could be re-used in different contexts to build a similar application.
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The rising instantaneous luminosity of the LHC poses an increasing challenge to the pattern recog-
nition algorithms for track reconstruction at the ATLAS Inner Detector Trigger. We will present
the performance of these algorithms in terms of signal efficiency, fake tracks and execution time,
as a function of the number of proton-proton collisions per bunch-crossing, in 2011 data and in
simulation.

The strict time requirements at the Level-2 Trigger, where the average execution time per event is
expected to be around 40 millisecs, make the pattern recognition particularly challenging. ATLAS
has so far used both histogramming-based and combinatorial algorithms for the task of Level-2 track
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reconstruction. In light of the experience from the data taking in 2011, a new software framework is
being developed that will provide a suite of configurable tools, based on modularising the existing
code and increasing the re-use of components, to provide the optimal solution in the various trigger
signatures at higher luminosities. This new framework, as well as the work to optimise the overall

performance of the Inner Detector Trigger software, will also be presented.
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low momentum track finding in Belle 2
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The Silicon Vertex Detector (SVD) of the Belle II experiment is a newly developed

device with four measurement layers. Track finding in the SVD will be done both in
conjunction with the Central Drift Chamber and in stand-alone mode. The
reconstruction of very-low-momentum tracks in stand-alone mode is a big challenge,
especially in view of the low redundancy and the large expected background. We
describe two approaches for track finding in this domain, a cellular automaton and a
combinatorial Kalman filter. Both methods are combined with a Hopfield network which
finds an optimal subset of non-overlapping tracks. We present results on simulated

data and compare the two methods in terms of efficiency, purity and speed
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The ATLAS Level-1 Trigger is the first stage of event selection for the ATLAS experiment at the LHC.
In order to identify the interesting collisions events to be passed on to the next selection stage within
a latency of less than 2.5 us, it is based on custom-built electronics. Signals from the Calorimeter
and Muon Trigger System are combined in the Central Trigger Processor which processes the overall
L1 Accept (L1A) decision. The Level-1 Trigger identifies event features such as missing transverse
energy, candidate electrons, photons, jets and muons. This talk will present how the Level-1 Trigger
System has performed with increasing LHC luminosity and discuss problems encountered during
operations. We will also give an overview of the challenges and plans with respect to the increasingly
demanding LHC running conditions.
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GPU-based algorithms for ATLAS High-Level Trigger
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One possible option for the ATLAS High-Level Trigger (HLT) upgrade for higher
LHC luminosity is to use GPU-accelerated event processing. In this talk we

discuss parallel data preparation and track finding algorithms specifically

designed to run on GPUs. We present a “client-server” solution for hybrid CPU/GPU
event reconstruction which allows for the simple and flexible integration of

the specific GPU-accelerated algorithms into existing ATLAS HLT software.

The resulting speed-up of event processing times obtained with high-luminosity
simulated data are presented and discussed.
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The High-Level-Trigger (HLT) cluster of the ALICE experiment is a computer cluster with about 200
nodes and 20 infrastructure machines. In its current state, the cluster consists of nearly 10 different
configurations of nodes in terms of installed hardware, software and network structure. In such a
heterogeneous environment with a distributed application, information about the actual configura-
tion of the nodes is needed to automatically distribute and adjust the application accordingly. An
inventory database provides a unified interface to such information. To be useful, the data in the
inventory has to be up to date, complete and consistent with itself. Manual maintenance of such
databases is error-prone and data tends to become outdated. The inventory module of the ALICE
HLT cluster overcomes these drawbacks by automatically updating the actual state periodically and,
in contrast to existing solutions, it allows the definition of a target state for each node. A target state
can simply be a fully operational state, i.e. a state without malfunctions, or a dedicated configuration
of the node. The target state is then compared to the actual state to detect deviations and malfunc-
tions which could induce severe problems when running the application. The inventory module
of the ALICE HLT cluster has been integrated into the monitoring and management framework
SysMES in order to use existing functionality like transactionality, monitors and clients. Addition-
ally, SysMES allows to solve detected problems automatically via its rule-system. To describe the
heterogeneous environment with all its specifics, like custom hardware, the inventory module uses
an object-oriented model which is based on the Common Information Model. To summarize, the in-
ventory module provides an automatically updated actual state of the cluster, detects discrepances
between the actual and the target state and is able to solve detected problems automatically. This
contribution presents the current implementation state of the inventory module as well as the future
development.
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Massively parallel Markov chain Monte Carlo with BAT
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The Bayesian Analysis Toolkit (BAT) is a C++ library designed to analyze data through

the application of Bayes’ theorem.

For parameter inference, it is necessary to draw samples from the posterior distribution

within the given statistical model. At its core, BAT uses an adaptive Markov Chain Monte Carlo
(MCMC) algorithm.

As an example of a challenging task, we consider the analysis of rare B-decays in a global fit
involving about 20

observables measured at the B-factories and by the CDF and LHCDb collaborations.

A single evaluation of the likelihood requires approximately 1 s.

In addition to the 3 — 12 parameters of interest, there are on the order of 25 nuisance
parameters describing uncertainties from standard model parameters as well as

from unknown higher order theory corrections and non-perturbative QCD effects.

The resulting posterior distribution is multi-modal and shows significant

correlation between parameters as well as pronounced degeneracies, hence

the standard MCMC methods fail to produce accurate results.

Parallelization is the only solution to obtain a sufficient number of samples in reasonable time.

We present an enhancement of existing MCMC algorithms, including the ability for massive paral-
lelization

on a computing cluster and, more importantly,

a general scheme to induce rapid convergence even in the face complicated posterior distributions.
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The ATLAS Muon Trigger at high instantaneous luminosities

Author: Alexander Oh'
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Corresponding Author: alexander.oh@cern.ch

The ATLAS experiment at CERN’s Large Hadron Collider (LHC) has taken data with colliding beams
at instantaneous luminosities of 210°33 cm™2 s™-1. The LHC targets to deliver an integrated luminos-
ity 5-fb in the run period 2011 at luminosities of up to 510°33 cm”"-2 s*-1, which requires dedicated
strategies to guard the highest physics output while reducing effectively the event rate.
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The muon system is the largest sub-detector of the ATLAS experiment and has the capability to
reconstruct muons in standalone mode, as well as in combination with the Inner Detector tracking
systems. The L1 muon trigger system gets its input from fast muon trigger detectors. Fast sector
logic boards select muon candidates, which are passed via an interface board to the central trigger
processor and then to the High Level Trigger (HLT). The Muon HLT is purely software based and
encompasses a level 2 trigger followed by an event filter for a staged trigger approach. It has ac-
cess to the data of the precision muon detectors and other detector elements to refine the muon
hypothesis.

The Muon HLT has successfully adapted to the changing environment of the low luminosity running
of LHC in 2010 to the intensities encountered in 2011. The selection strategy has been optimized for
the various physics analysis involving muons in the final state. This includes the use of isolation
at the level 2 and event filter, combined trigger signatures with electron and jet trigger objects, and
so-called full-scan triggers, which make use of the full event information to search for di-lepton
signatures, seeded by single lepton objects.

This note reports about efficiency, resolution, and general performance of the muon trigger in the
context of the physics goals of ATLAS.
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The ATLAS experiment is observing proton-proton collisions delivered by the LHC accelerator at
a centre of mass energy of 7 TeV. The ATLAS Trigger and Data Acquisition (TDAQ) system selects
interesting events on-line in a three-level trigger system in order to store them at a budgeted rate of
several hundred Hz, for an average event size of "1.2 MB.

This paper focuses on the TDAQ data-logging system and in particular on the implementation and
performance of a novel SW design, reporting on the effort of exploiting the full power of recently
installed multi-core hardware. In this respect, the main challenge presented by the data-logging
workload is the conflict between the largely parallel nature of the event processing, especially the
recently introduced on-line event-compression, and the constraint of sequential file writing and
checksum evaluation. This is additionally complicated by the necessity of operating in a fully data-
driven mode, to cope with continuously evolving trigger and detector configurations.

The novel SW design is based on a thread-pool, implemented in C++ using modern parallel program-
ming tools and techniques, as provided by libraries like TBB(1) and Boost(2). Lock-less patterns,
atomic operations and concurrent containers have been employed to provide an efficient implemen-
tation able to cope with the above requirements.

In this paper we report on the design of the new ATLAS on-line storage software. In particular we
will discuss our development experience using recent concurrency-oriented libraries. Finally we will
show the new system performance with respect to the old, single-threaded software design.

Online Computing / 81

Performance of the ATLAS trigger system
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The ATLAS trigger has been used very successfully to collect collision
data during 2009-2011 LHC running at centre of mass energies between
900 GeV and 7 TeV. The three-level trigger system reduces the event
rate from the design bunch-crossing rate of 40 MHz to an average
recording rate of about 300 Hz. The first level uses custom

electronics to reject most background collisions, in less than 2.5 us,
using information from the calorimeter and muon detectors. The upper
two trigger levels are software-based triggers. The trigger system
selects events by identifying signatures of muon, electron, photon,

tau lepton, jet, and B meson candidates, as well as using global event
signatures, such as missing transverse energy. We give an overview of
the performance of these trigger selections based on extensive online
running during the 2011 LHC run and discuss issues encountered during
2011 operations. Distributions of key selection variables are shown
calculated at the different trigger levels and are compared with

offline reconstruction. Trigger efficiencies with respect to offline
reconstructed signals are shown and compared to simulation,
illustrating a very good level of understanding of the detector and
trigger performance. We describe how the trigger has evolved with
increasing LHC luminosity coping with pileup conditions close to LHC
design luminosity.
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Monitoring the data quality of the real-time event reconstruction
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ALICE (A Large Ion Collider Experiment) is a dedicated heavy ion experiment at the Large Hadron
Collider (LHC). The High Level Trigger (HLT) for ALICE is a powerful, sophisticated tool aimed
at compressing the data volume and filtering events with desirable physics content. Several of the
major detectors in ALICE are incorporated into HLT to compute real-time event reconstruction, for
instance the Inner Tracking System (ITS), the Time Projection Chamber (TPC), the electromagnetic
calorimeters (EMCAL), the Transition Radiation Detector (TRD) and the muon spectrometer.

The HLT is used for real-time event reconstruction which provides the input for trigger algorithms.
It is necessary to monitor the quality of the reconstruction where one focuses on track and event
properties. Also, HLT implements data compression for the TPC in the heavy ion data taking in
2011 to reduce the data rate from the ALICE detector. The key for the data compression is to store
clusters calculated by HLT rather than storing raw data. It is thus very important to monitor the
cluster finder performance as a way to monitor the data compression.

The data monitoring is divided into two stages. The first stage is performed during data taking. A part
of the HLT production chain is dedicated to perform online monitoring and facilities are available in
the HLT production cluster to have real-time access to the reconstructed events in the ALICE control
room. This includes track and event properties, and in addition this facility gives a way to display a
small fraction of the reconstructed events in an online display. The second part of the monitoring is
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performed after the data has been transferred to permanent storage. After a post-process of the real-
time reconstructed data, one can look in more detail at the cluster finder performance, the quality of
the reconstruction of tracks, vertices and vertex position. The monitoring solution will be presented
in detail, with special attention to the heavy ion data taking of 2010 and 2011.
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The Alignment of the BESIII Drift Chamber Using Cosmic-ray
Data
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BESIII/BEPCII is a major upgrade of the BESII experiment at the Beijing Electron-Positron Collider
(BEPC) for studies of hadron spectroscopy and tau-charm physics. The BESIII detector adopts a small
cell helium-based drift chamber (MDC) as the cetral tracking detector. The momentum resolution
was deteriorated due to misalignment in the data taking. In order to improve the momentum res-
olution, a software alignment is necessary to reduce the effect of mechanical imperfection on the
reconstruction. The BESIII alignment software was developed in the framework of the BESIII Offline
Software System (BOSS). It was applied in the alignment of the drift chamber using cosmic-ray data
successfully. The momentum resolution was improved significantly after the alignment. The report
will show the alignment method. The alignment results will also be reported.
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Since 2009 when the LHC came back to active service, the Data Quality Monitoring (DQM) team was
faced with the need to homogenize and automate operations across all the different environments
within which DQM is used for data certification.

The main goal of automation is to reduce operator intervention at the minimum possible level, es-
pecially in the area of DQM files management, where long-term archival presented the greatest
challenges. Manually operated procedures cannot cope with the constant increase in luminosity,
datasets and time of operation of the CMS detector. Therefore a solid and reliable set of agents has
been designed since the beginning to manage all DQM-data related work-flows. This allows to fully
exploit all available resources in every condition, maximizing the performance and reducing the la-
tency in making data available for validation and certification. The agents can be easily fine-tuned
to adapt to current and future hardware constraints and they proved to be flexible enough to include
unforeseen features, like an ad-hoc quota management and a real time sound alarm system.
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Resource Utilization by the ATLAS High Level Trigger during
2010 and 2011 LHC running
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Since starting in 2010, the Large Hadron Collider (LHC) has produced collisions at an ever increasing
rate. The ATLAS experiment

successfully records the collision data with high efficiency and excellent data quality. Events are
selected using a three-level trigger system, where each level makes a more rened selection. The
level-1 trigger (L1) consists of a custom-designed hardware trigger which seeds two higher software
based trigger levels. Over 300 triggers compose a trigger menu which selects physics signatures such
as electrons, muons, particle jets, etc. Each trigger consumes computing resources of the ATLAS
trigger system and oine storage. The LHC instantaneous luminosity conditions, desired physics
goals of the collaboration, and the limits of the trigger infrastructure determine the composition of
the ATLAS trigger menu. We describe a trigger monitoring framework for computing the costs of
individual trigger algorithms such as data request rates and CPU consumption. This framework has
been used to prepare the ATLAS trigger for data taking during increases of more than six orders
of magnitude in the LHC luminosity and has been influential in guiding ATLAS Trigger computing
upgrades.
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Summary:

Since starting in 2010, the Large Hadron Collider (LHC) has produced collisions at an ever increasing
rate. The ATLAS experiment

successfully records the collision data with high efficiency and excellent data quality. I will discuss a
framework which monitors the ATLAS trigger and has been used to make predictions for future data
taking.
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Modern experiments search for extremely rare processes hidden in much larger background levels.
As the experiment

complexity and the accelerator backgrounds and luminosity increase we need increasingly complex
and exclusive selections.

We present the first prototype of a new Processing Unit, the core of the FastTracker processor for
Atlas, whose computing

power is such that a couple of hundreds of them will be able to reconstruct all the tracks with trans-
verse momentum above 1

GeV in the ATLAS events up to Phase II instantaneous luminosities (5x1034 cm-2 s-1) with an event
input rate of 100 kHz and

a latency below hundreds of microseconds. We plan extremely powerful, very compact and low
consumption units for the far

future, essential to increase efficiency and purity of the Level 2 selected samples through the inten-
sive use of tracking.

This strategy requires massive computing power to minimize the online execution time of complex
tracking algorithms.

The time consuming pattern recognition problem, generally referred to as the “combinatorial chal-
lenge”, is beat by the

Associative Memory (AM) technology [2] exploiting parallelism to the maximum level: it compares
the event to precalculated

“expectations”or “patterns”(pattern matching) at once looking for candidate tracks called “roads”.
This approach

reduces to linear the typical exponential complexity of the CPU based algorithms. The problem is
solved by the time data are

loaded into the AM devices.

We describe the board prototypes that face the very challenging aspects of the Processing Unit: a
huge amount of detector

clusters (“hits”) must be distributed at high rate with very large fan-out to all patterns (10 Millions
of patterns will be located

on 128 chips placed on a single board) and a huge amount of roads must be collected and sent back
to the FTK post-patternrecognition

functions. The Processing Unit consists of a 9U VME board, the AMBoard, controlled by an AUX
card on the

back of the crate. The AMBoard has a modular structure consisting of 4 mezzanines, the Local As-
sociative Memory Banks

(LAMB). Each LAMB contains 32 Associative Memory (AM) chips, 16 per side. The proto - AUX card
provides hits on 8

buses for a total of 12 Gbits/sec to the AMBoard through 12 high frequency serial links and will sink
the found roads trough

other 16 high frequency serial links (24 Gbits/sec). A special P3 connector allows the communication
between the front and

rear boards placed on the same VME slot. A custom board profile has been studied and simulated at
the CAD to guarantee a

perfect board-to-board closure of the P3 connector without a backplane support in that region. A
network of high speed serial

links characterize the bus distribution on the AMBoard. The hit buses are fed to the four LAMBs
and distributed to the 32 AM

chips on the LAMB, through fanout chips. The LAMB realization has represented a significant tech-
nological challenge, due to

the high density of chips allocated on both sides, and to the use of advanced packages and high
frequency serial links.

We report on the design and first tests of the Processing Unit.

[1] A. Andreani et al., The FastTracker Real Time Processor and Its Impact on Muon Isolation, Tau
and b-Jet Online

Selections at ATLAS, Conference Record 17th IEEE NPSS Real Time Conference Record of the 17th
Real Time Conference,

Lisbon, Portugal, 24 - 28 May 2010.

[2] M. Dell’Orso and L. Ristori, “VLSI structures for track ﬁnding”, Nucl. Instr. and Meth., vol. A278,
pp. 436-440, (1989).
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An Information System to Access Status Information of the LHCb
Online
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Co-author: Clara Gaspar '

' CERN
Corresponding Author: markus.frank@cern.ch

The LHCD collaboration consists of roughly 700 physicists from 52 institutes and universities. Most
of the collaborating physicists - including subdetector experts - are not permanently based at CERN.
This paper describes the architecture used to publish data internal to the LHCb experiment control-
and data acquisition system to the world wide web. Collaborators can access the online (sub-)system
status and the system performance directly from the institute abroad, from home or from a smart
phone without the need of direct access to the online computing infrastructure. The information
is presented to them in form of web pages with a similar look and feel as it is provided by the
experiment controls system.
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Optimization of the HLT Resource Consumption in the LHCb Ex-
periment
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Corresponding Author: markus.frank@cern.ch

Today’s computing elements for software based high level trigger processing (HLT) are based on
nodes with multiple cores. Using process based parallelisation to filter particle collisions from the
LHCDb experiment on such nodes leads to expensive consumption of read-only memory and hence
significant cost increase. In the following an approach is presented to fork multiple identical pro-
cesses from a master process. This approach facilitated to minimize the resource consumption of
the filter applications and to reduce the startup time. Described is the duplication of threads and the
handling of files open in read-write mode when duplicating filter processes and the possibility to
bootstrap the event filter applications directly from preconfigured checkpoint files. Emphasis was
put on the condition, that the trigger code itself is agnostic to this process. The approach led to a
reduced memory consumption of roughly 60 % in each worker node of the LHCb HLT farm and an
overall reduced startup time of roughly 70 %.
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Dynamic parallel ROOT facility clusters on the Alice Environ-
ment
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Corresponding Author: cinzia.luzzi@cern.ch

The ALICE collaboration has developed a production environment (AliEn) that implements several
components of the Grid paradigm needed to simulate, reconstruct and analyze data in a distributed
way.

In addition to the Grid-like analysis, ALICE, as many experiments, provides a local interactive anal-
ysis using the Parallel ROOT Facility (PROOF).

PROOF is part of the ROOT analysis framework used by ALICE. It enables physicists to analyze and
understand much larger datasets on a shorter time scale, allowing analysis of data in parallel on
remote computer clusters.

The default installation of PROOF is a static shared cluster provided by administrators. However,
using a new framework, PoD (Proof on Demand), PROOF can be used in a more user-friendly and
convenient way, giving the possibility to dynamically set up a cluster after the user request.
Integrating PoD in the AliEn environment, different sets of machines can become workers allowing
the system to react to an increasing number of requests for PROOF sessions by starting an higher
number of proofd processes.

This paper will describe the integration of PoD framework in AliEn in order to provide private dy-
namic PROOF clusters. This functionality is transparent to the user who will only need to perform
a job submission to the AliEn environment.
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Corresponding Author: tudor.morar@cern.ch

The ATLAS High Level Trigger (HLT) is organized in two trigger levels running different selection
algorithms on heterogeneous farms composed of off-the-shelf processing units. The processing units
have varying computing power and can be integrated using diverse network connectivity. The AT-
LAS working conditions are changing mainly due to the constant increase of the LHC instantaneous
luminosity, and consequently requiring the rolling expansion and replacement of the HLT hardware.
Therefore, balancing the available resources is essential for optimizing the HLT

farm exploitation. In this paper, a tool for managing the HLT resources will be presented. The tool
allows for showing, modifying and generating the HLT farm configuration, keeping the resource
balance across the farms in terms of computing power and bandwidth under control.
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Scaling the AFS service at CERN
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Corresponding Author: arne.wiebalck@cern.ch

Serving more than 3 billion accesses per day, the

CERN AFS cell is one of the most active

installations in the world. Limited by overall

cost, the ever increasing demand for more space

and higher I/O rates drive an architectural

change from small high-end disks organised in fibre-channel fabrics towards external SAS based
storage units with large commodity drives. The

presentation will summarise the challenges to

scale the AFS service at CERN, discuss the approach taken, and highlight some of the applied
techniques, such as SSD block level caching or

transparent AFS server failover.
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Status and Future Perspectives of CernVM-FS
Author: Jakob Blomer!
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The CernVM File System (CernVM-ES) is a read-only file system used to access HEP experiment
software and conditions data. Files and directories are hosted on standard web servers and mounted

in a universal namespace. File data and meta-data are downloaded on demand and locally cached.
CernVM-FS has been originally developed to decouple the experiment software from virtual machine
hard disk images and to be used as a replacement of the shared software area at Grid sites. Here it
allows for the provision of an essentially zero-maintenance software service. CernVM-FS solves the
scalability issues of network file systems such as AFS, NFS, or Lustre, which are traditionally used

for shared software areas.

Currently, CernVM-FS distributes around 30 million files and directories. It is installed on a large
portion of the Worldwide LHC Computing Grid (WLCG) worker nodes supporting the ATLAS and
LHCDb experiments. In order to scale to the order of 10"5 worker nodes, CernVM-FS uses replicated
repository servers and a hierarchy of web caches. Repository replica servers are operated at CERN,
BNL, RAL, and ASGC Tier 1 sites. We will report on the lessons learned from the HEP community

feedback and the experience from large-scale deployment.
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For the server side, we present a new, streamlined and improved toolset to maintain repositories.
The new toolset is supposed to reduce the delay for distributing new software releases to less than
an hour. It provides parallel preprocessing of files and it introduces “push replication” of updates by
means of a replication manager. The simplified repository maintenance also lowers the bar for small
collaborations to distribute their software on the Grid.

Finally, we present the roadmap for the further development of CernVM-FS. The roadmap includes
Mac OS X support, variable algorithms for file compression and content hashing, as well as a dis-
tributed shared memory cache for diskless server farms.

Summary:

The CernVM File System (CernVM-FS) provides a scalable, reliable and essentially zero-maintenance
software distribution service. It was developed to assist HEP collaborations to deploy their software
on the worldwide-distributed computing infrastructure used to run their data processing applications.
CernVM-FS is deployed on a wide range of computing resources, ranging from powerful worker nodes
at Tier 1 grid sites to simple virtual appliances running on volunteer computers. The key contribu-
tion is a new approach to stage updates and changes into the file system, which aims to reduce the
delay in distributing a software release to less than an hour. In addition, it significantly reduces the
complexity with respect to both required capabilities of the master storage as well as installation and
maintenance. We will report on key scalability figures gathered from normal operational in production
use cases. Furthermore, we will discuss new requirements for additional features that have been arisen
from HEP community feedback and present the road map for the future development of the file system.
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CernVM Co-Pilot is a framework for instantiating an ad-hoc computing infrastructure on top of dis-
tributed computing resources. Such resources include commercial computing clouds (e.g. Amazon
EC2), scientific computing clouds (e.g. CERN Ixcloud), as well as the machines of users participating
in volunteer computing projects (e.g. BOINC). The framework consists of components that commu-
nicate using the Extensible Messaging and Presence protocol (XMPP), allowing for new components
to be developed in virtually any programming language and interfaced to existing Grid and batch
computing infrastructures exploited by the High Energy Physics community. Co-Pilot has been used
to execute jobs for both the ALICE and ATLAS experiments at CERN.

CernVM Co-Pilot is also one of the enabling technologies behind the LHC@home 2.0 volunteer
computing project, which is the first such project that exploits virtual machine technology. The
use of virtual machines eliminates the necessity of modifying existing applications and adapting
them to the volunteer computing environment. After start of the public testing in August 2011
LHC@home 2.0 quickly gained popularity, and as of October 2011 it had about 9000 registered vol-
unteers. Resources provided by volunteers are used for running Monte-Carlo generator applications
that simulate interactions between the colliding proton beams at the LHC.

In this contribution we present the latest developments and the current status of the system, discuss
how the framework can be extended to suit the needs of a particular scientific community, describe
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the operational experience using the LHC@home 2.0 volunteer computing infrastructure, as well as
introduce future development plans.

Summary:

CernVM Co-Pilot is a framework for instantiating an ad-hoc computing infrastructure on top of aca-
demic and commercial computing clouds, or on the machines of users participating in volunteer com-
puting projects.

The framework consists of components that communicate using the Extensible Messaging and Presence
protocol (XMPP), allowing for new components to be developed in virtually any programming language
and interfaced to existing Grid and batch computing infrastructures.

In this contribution we present the latest developments and the current status of the system, discuss
how the framework can be extended to suit the needs of a particular scientific community, describe the
operational experience using the LHC@home 2.0 volunteer computing infrastructure, as well as intro-
duce future development plans.
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Jigsaw provides a collection of tools for high-energy physics analyses. In Jigsaw’s paradigm input
data, analyses and histograms are factorized so that they can be configured and put together at
run-time to give more flexibility to the user.

Analyses are focussed on physical objects such as particles and event shape quantities. These are
distilled from the input data and brought to the analysis via ntuple wrappers, for which a base-class
and some use-case examples are provided.

Manipulators can be applied to the events in order to calculate analysis-specific quantities and ob-
jects such as decayed particles and polarization angles. Jigsaw is shipped with a comprehensive
collection of event cuts that can be composed at run-time via xml to build a cut-based analysis. Fi-
nally, histograms are defined externally via xml and filled at each stage of the analysis automatically.
As for now still a work in progress, an infrastructure is also present for the creation of ROOT trees
and multivariate analyses.

Jigsaw was designed and coded by R. Di Sipio (disipio@bo.infn.it) and M. Romano (marino.romano@bo.infn.it).
The code is publicly available on CERN SVN:
https://svnweb.cern.ch/cern/wsvn/atlasgrp/Institutes/Bologna/AnalysisFramework

Student? Enter ’yes’. See http://goo.gl/MVv53:

no

Poster Session / 96

High Speed Data Receiver Card for Future Upgrade of Belle II
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We present performance study of a high-speed RocketIO receiver card
implemented as PCI-express device intended for the use in future
luminosity-frontier HEP experiment.

To search for a new physics beyond the Standard Model, we start

Belle II experiment from 2015 in KEK, Japan. In Belle II, the

detector signals are digitized in or nearby the detector complex, and
the digitized signals are transmitted to VME-9U sized data receiving
boards located about 10m away from the detector over RocketIO optical
links. The data receiving board is responsible to provide pipeline,
online data processor, and Ethernet outlet connected to external

event building PC. For a possible future upgrade of the data receiving
board, we design a RocketIO receiver card to be attached to a PC as

a PCl-express device.

In addition to above, the device is a backup solution for a data
receiver from DEPFET pixel detectors of Belle II. In the backup
solution, we plan to process the pixel data using GPUs.

We study firmware performance implemented in a prototype device,
which has (up to) four optical input and eight lanes of PCI-express
output. Data transfer throughputs for input line cases of one and four
are measured 3.7Gbps and 11.8Gbps, respectively.

The first version card next to the prototype is under development and
will be delivered by March 2012. Performance study of the first version
card will also be presented as well.
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A Consortium between four LHC Computing Centers (Bari, Milano, Pisa
and Trieste) has been formed in 2010 to prototype Analysis-oriented

facilities for CMS data analysis, using a grant from the Italian
Ministry of Research. The Consortium aims to the realization of an
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ad-hoc infrastructure to ease the analysis activities on the huge data

set collected by the CMS Experiment, at the LHC Collider. While

“Tier2” Computing Centres, specialized in organized processing tasks

like Monte Carlo simulation, are nowadays a well established concept,

with years of running experience, site specialized towards end user

chaotic analysis activities do not yet have a de-facto standard

implementation. In our effort, we focus on all the aspects which can

make the analysis tasks easier for a physics user not expert in

computing. On the storage side, we are experimenting on storage

techniques allowing for remote data access and on storage optimization

on the typical analysis access patterns. On the networking side, we are

studying the differences between flat and tiered LAN architecture,

also using virtual partitioning of the same physical networking for

the different use patterns. Finally, on the user side, we are

developing tools and instruments to allow for an exhaustive monitoring

of their processes at the site, and for an efficient support system in

case of problems.

We will report about the results of the test executed on different subsystem and give a description
of the layout of the infrastructure in place at the site participating to the consortium.
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The Data Handling Pipeline ("Pipeline”) has been developed for the Fermi Gamma-Ray Space Tele-
scope (Fermi) Large Area Telescope (LAT) which launched in June 2008. Since then it has been in
use to completely automate the production of data quality monitoring quantities, reconstruction
and routine analysis of all data received from the satellite and to deliver science products to the
collaboration and the Fermi Science Support Center. In addition it receives heavy use in perform-
ing production MonteCarlo tasks. In daily use it receives a new data download every 3 hours and
launches about 2000 jobs to process each download, typically completing the processing of the data
before the next download arrives. The need for manual intervention has been reduced to less than
<.01% of submitted jobs.

The Pipeline software is written almost entirely in Java and comprises several modules. The soft-
ware comprises web-services that allow online monitoring and provides AIDA charts summarizing
work flow aspects and performance information. The server supports communication with several
batch systems such as LSF and BQS and recently also Sun Grid Engine and Condor. This is accom-
plished through dedicated JobControlDaemons that for Fermi are running at SLAC and the other
computing site involved in this large scale framework, the Lyon computing center of IN2P3. While
being different in the logic of a task, we evaluate a separate interface to the Dirac system in order to
communicate with EGI sites to utilize Grid resources, using dedicated Grid optimized systems rather
than developing our own.

More recently the pipeline and its associated data catalog have been generalized for use by other ex-
periments, and are currently being used by the Enriched Xenon Observatory (EXO), Cryogenic Dark
Matter Search (CDMS) experiments as well as for MonteCarlo simulations for the future Cherenkov
Telescope Array (CTA).
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After along period of project-based funding,during which the improvement of the services provided
to the user communities was the main focus, distributed computing infrastructures (DCls), having
reached and established production quality, now need to tackle the issue of long-term sustainabil-
ity.

With the transition from EGEE to EGI in 2010 the major part of the responsibility (especially fi-
nancially) now is on the national grid initiatives (NGIs). It is their duty not only to ensure the
unobstructed continuation of scientific work on the grid, but also to cater for the needs of the user
communities to be able to utilise a broader range of middlewares and tools.

Sustainability in grid computing therefore must take into account the integration of this variety of
technical developments. Newer developments like cloud computing need to be taken into account
and integrated into the usage scenarios of the grid infrastructure, leading to a distributed computing
infrastructure encompassing the positive aspects of both.

On the whole a strategy for sustainability must focus on the three main aspects of technical integra-
tion, core services and business development and must make concrete statements how the respective
efforts can be financed. Although not common in science, it seems necessary to use a business model
approach to create a business plan to enable the long-term sustainability of the NGIs and interna-
tional DCIs, like EGI.

Summary:

This talk presents a business plan as suggested for the national German Grid initiative NGI-DE. It is
based on quantitative calculations, making it possible to forecast profits and losses, according to a set of
mandatory services and “products”. The presentation also wants to solicit input from the relevant grid
user communities, like WLCG, with the goal of creating a common basis for and common understanding
of sustainability strategies.
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The xGUS helpdesk template is aimed at NGIs, DCIs and user communities wanting to structure
their user support and integrate it with the EGI support.

xGUS contains all basic helpdesk functionalities. It is hosted and maintained at KIT in Germany.
Portal administrators from the client DCI or user community can customize the portal to their spe-
cific needs. Via web, they can edit the support units, variables which are used for the classification
of tickets like “Type of problem’, ‘VO’etc. and the hyperlinks to related web pages displayed on the
portal.

The xGUS portal is a template framework for a helpdesk system. It is based on BMC Remedy ARS
with an Oracle database for the tickets and a MySQL database for news and user administration.
The portal contains various features needed to provide effective user support. Users can access the
portal using their grid certificate imported into their browser or via login and password. They can
submit tickets via a web form and classify their problem by setting e.g. a ‘type of problem’, an
‘affected site’ or a priority. The tickets get assigned to the appropriate support unit by the first level
support. The responsible support unit gets informed via email about open tickets. The user can
choose whether he wants to stay up to date about every step of process or only get notified once the
problem is solved. Users and support staff can also use an email interface to add comments to the
ticket. When replying to an email received from the helpdesk, the answer text is added to the ticket
history.

Support staff can create relations between different tickets. If several tickets depend on the solution
of another one, they can be marked as slaves. When the master ticket is solved, the solution is
transferred to the slaves and they are solved automatically. If one ticket depends on the solution of
several other tickets, these tickets are marked as children of this ticket. Only when all of the child
tickets are solved, the parent ticket can be solved, too.

With the news module, which is included in the portal, events and news can be announced via the
portal. Registered users can add tickets of their personal interest to their dashboard.

Subscription to a ticket triggers email notifications about ticket updates for interested users who are
not the submitter.

Tickets which can not be solved within the helpdesk instance, can be duplicated to GGUS, the EGI
helpdesk. All changes which are made in GGUS are synchronized to the original ticket.

The xGUS instance is a tool to track and document problems. It can also be used to collect statistics
on the problem solving process.

Based on the same technology, adjustments the interface between GGUS and xGUS can be made
quickly and efficiently. Clients need not care about technical details of their helpdesk system. All
server related issues are handled at KIT, as well as the operation and maintenance of the helpdesk
portal itself.

Summary:

With the xGUS framework DCIs and user communities have easy access to their own, independent
helpdesk system with many helpful features. They can benefit of the experience gained over several
years in the GGUS team instead of starting from scratch with a new helpdesk system. Their user sup-
port can be integrated into the existing and well-established structure with GGUS at the center. All
problems described in the tickets are stored in databases as well as the steps that have been done to
obtain a solution. Each helpdesk system becomes a problem database which can help to solve similar
or related problems.

The helpdesk system gives project leaders and users the possibility to gain an overview of problems and
to find out where improvements could be necessary.

xGUS offers a comfortable way for user communities, who need a user support infrastructure, to obtain
an independent helpdesk portal which provides all necessary functionality to track and classify prob-
lems. It enables a quick and easy communication between the user and the support staff. Helpdesk
administrators can customize the helpdesk to the specific needs of the community. They can set links
on the portal which are helpful for users like domumentations or other relevant web pages.

The use of xGUS guarantees a consistent user support infrastructure linked into the central support
systems of the major grid infrastructures.
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Designing the ATLAS trigger menu for high luminosities
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The LHC, at design capacity, has a bunch-crossing rate of 40 MHz whereas the ATLAS detector has
an average recording rate of about 300 Hz. To reduce the rate of events but still a maintain high
efficiency of selecting rare events such as Higgs Boson decays, a three-level trigger system is used
in ATLAS. Events are selected based on physics signatures such as events with energetic leptons,
photons, jets or large missing energy. In total, the ATLAS trigger systems consists of more than 300
different individual triggers.

The ATLAS trigger menu specifies which triggers are used during data taking and how much rate a
given trigger is allocated. This menu must reflect not only the physics goals of the collaboration but
also take into consideration the instantaneous luminosity of the LHC and the design limits of the
ATLAS detector. We describe the criteria for designing the trigger menu for different LHC luminosi-
ties that spanned many orders of magnitude during the 2010 and 2011 running periods. We discuss
how the trigger menu is tested and validated before being used for data taking, how the prescale
values for different triggers are determined and how the menu as a whole is monitored during data
taking itself.
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The CORAL software is widely used by the LHC experiments for storing and accessing data using
relational database technologies. CORAL provides a C++ abstraction layer that supports data persis-
tency for several backends and deployment models, including local access to SQLite files, direct client
access to Oracle and MySQL servers, and read-only access to Oracle through the FroNTier/Squid and
CoralServer/!CoralServerProxy server/cache systems.

During 2010, several problems were reported by the LHC experiments using CORAL, involving appli-
cation hangs or crashes after the network or the database servers became temporarily unavailable.
CORAL already provided some level of handling of these instabilities, which are due to external
causes and cannot be avoided, but this proved to be insufficient in some cases and to be itself the
cause of other problems, such as the hangs mentioned before, in other cases. As a consequence, a
major redesign of the CORAL plugins was implemented, with the aim of making the software more
robust against these network glitches. The new implementation ensures that CORAL automatically
reconnects to the database in a transparent way whenever possible and gently terminates the ap-
plication when this is not possible. Internally, it takes care of resetting all relevant parameters of
the underlying backend technology (such as OCI, the Oracle Call Interface). This presentation will
report on the status of this work at the time of the CHEP2012 conference, covering the design and
implementation of these new features and the results from the first experience with their use.
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The CORAL software is widely used by the LHC experiments for storing and accessing data using
relational database technologies. CORAL provides a C++ abstraction layer that supports data persis-
tency for several backends and deployment models, including local access to SQLite files, direct client
access to Oracle and MySQL servers, and read-only access to Oracle through the FroNTier/Squid and
CoralServer/!CoralServerProxy server/cache systems.

Given the huge amount of operations executed by several CORAL clients at the same time on sev-
eral database servers, it was crucial to develop a monitoring system with two main goals: first, to
allow individual CORAL users to study and optimize the performance of the relational operations
executed by their applications; second, to check whether the whole system is properly working and
well configured. Client-level monitoring functionalities already existed in CORAL, but they have
recently been reviewed and significantly improved, especially for the Oracle and Frontier plugins,
and the same functionality are also being integrated into the CORAL server component (itself a
CORAL-based application) and its client plugin. Work is in progress also on the monitoring of the
CoralServerProxy components and on the aggregation of the monitoring information these proxies
provide when deployed in a hierarchical structure, such as that used by the ATLAS High Level Trig-
ger system. This presentation will report on the status of this work at the time of the CHEP2012
conference, covering the design and implementation of these new features and the results from the
first experience with their use.
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LCG Persistency Framework (POOL, CORAL, COOL) - Status and
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The LCG Persistency Framework consists of three software packages (POOL, CORAL and COOL)
that address the data access requirements of the LHC experiments in several different areas. The
project is the result of the collaboration between the CERN IT Department and the three experiments
(ATLAS, CMS and LHCD) that are using some or all of the Persistency Framework components to
access their data. The POOL package is a hybrid technology store for C++ objects, using a mixture
of streaming and relational technologies to implement both object persistency and object metadata
catalogs and collections. POOL provides generic components that can be used by the experiments
to store both their event data and their conditions data. The CORAL package is an abstraction layer
with an SQL-free API for accessing data stored using relational database technologies. It is used
directly by experiment-specific applications and internally by both COOL and POOL. The COOL
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package provides specific software components and tools for the handling of the time variation and
versioning of the experiment conditions data.

This presentation will report on the status and outlook in each of the three sub-projects at the time
of CHEP2012. It will focus on COOL and POOL, as several new features of CORAL are the subject
of other presentations at this conference.
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Operational Experience with the ALICE High Level Trigger

Author: Artur Szostak’

! University of Bergen (NO)
Corresponding Author: artur.szostak@cern.ch

The ALICE High Level Trigger (HLT) is a dedicated real-time system for on-line event reconstruction
and triggering. Its main goal is to reduce the large volume of raw data that is read out from the
detector systems, up to 25 GB/s, by an order of magnitude to fit within the available data acquisition
bandwidth. This is accomplished by a combination of data compression and triggering. When a
reconstructed event is selected by the HLT trigger algorithms as interesting for physics then it is
recorded, otherwise the raw data for that event is discarded. The combination of both approaches
allows for flexible strategies for data reduction.

A second but equally vital function of the HLT is on-line monitoring. The HLT has access to all
raw data and status information from the detectors during data taking. Combined with on-line
event reconstruction the HLT becomes a powerful monitoring tool for ensuring data quality. Many
problems can only be spotted easily when looking at the high level information on the physics level.
In addition, on-line compression and triggering must be monitored live during data taking to ensure
stability of the system and quality of recorded data.

A very high computational load is placed on the HLT to perform its tasks, in particular during event
reconstruction and compression. A large dedicated computing cluster for on-line operations is used,
which comprises 206 individual machines, 2744 CPU cores, 64 GPUs, 5.24 TB of distributed memory;
all interconnected with an InfiniBand network and Gigabit Ethernet for management. There are
an additional 43 machines which provide a development and testing environment, infrastructure
support and storage.

Running a large complex system like the HLT in production data taking mode proves to be a chal-
lenge. During the 2010 pp and Pb-Pb running period many problems were experienced that lead to
a sub-optimal operational efficiency. Lessons were learned and certain crucial changes were made
early in 2011 to prepare for the 2011 Pb-Pb run, in which HLT would have a vital role perform-
ing data compression for the largest detector in ALICE, the Time Projection Chamber (TPC). Key
changes such as separation of the production part of the system from the supporting infrastructure
and upgrading to a mass storage system more suited to the HLT performance requirements has lead
to higher stability, improved operational efficiency and reduction in startup latency of the system
during runs.

A overview of the status of the HLT, experience from 2010 and 2011 production runs and important
lessons learned are presented. Emphasis is given to the overall performance, showing a overall
reduction in failure rates between 2010 and 2011, attributed to the significant improvements made
to the system. Finally, further opportunities for improvement are identified and discussed, based on
the experience gained in the 2011 Pb-Pb run.
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Software design and implementation for the ATLAS Muon Cath-
ode Strip Chamber ROD

Author: Raul Murillo Garcia’

Co-authors: Andrew James Lankford '; Andy Nelson 1. James Panetta %; Jianrong Deng 1. Leonid Sapozhnikov 2,
Michael Huffer 2; Michael Schernau !; Richard Claus % Ryan Herbst 2
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Corresponding Author: raul.murillo.garcia@cern.ch

The ATLAS Cathode Strip Chamber system consists of two end-caps with 16 chambers each. The
CSC Readout Drivers (RODs) are purpose-built boards encapsulating 13 DSPs and around 40 FPGAs.
The principal responsibility of each ROD is for the extraction of data from two chambers at a maxi-
mum trigger rate of 75 kHz. In addition, each ROD is in charge of the setup, control and monitoring
of the on-detector electronics. This paper introduces the design and implementation of the CSC ROD
firmware and software. The main features of this design include an event flow schema that decen-
tralizes the different dataflow streams, which can thus operate asynchronously at its own natural
rate; a ROD communication interface designed for high I/O throughput by minimizing the number
of cycles necessary to move event data in and out of the DSPs; an event building mechanism that
associates data transferred by the asynchronous streams but belongs to the same event; and a sparci-
fication algorithm that discards uninteresting events and thus reduces the data occupancy volume, a
crucial feature due to bandwidth limitations. The time constraints imposed by the high trigger rate
have made paramount the use of optimization techniques such as the curiously recurrent template
pattern and the programming of critical code in assembly language. The behaviour of the CSC RODs
has been characterized in order to validate the performance of the software implementation.
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Improving Software Quality of the ALICE Data-Acquisition Sys-
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Co-authors: Daicui Zhou '; Guoping Zhang ?; Jin Huang *; Sylvain Chapeland *
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The Data-Acquisition System designed by ALICE , which is the experiment dedicated to the study
of strongly interacting matter and the quark-gluon plasma at the CERN LHC(Large Hadron Col-
lider), handles the data flow from the sub-detector electronics to the archiving on tape. The software
framework of the ALICE data-acquisition system is called DATE (ALICE Data Acquisition and Test
Environment) and consists of a set of software packages grouped into main logic packages and util-
ity packages.

In order to assess the software quality of DATE, and review possible improvements, we implement
PAF (Program Analysis Framework) to analyze the software architecture and software modularity.
The basic idea about PAF is recording the call relationships information among the important ele-
ments (i.e., functions, global variables, complex structures) firstly and then using the different analy-
sis algorithms to find the Crosscutting Concerns which could destroy the modularity of the software
from this recording information.

The PAF is based on the API of Eclipse C/C++ Development Tooling(CDT) because the source codes
of DATE framework is written in C language. The CDT project based on the Eclipse platform pro-
vides a fully functional C and C++ Integrated Development Environment. The PAF for DATE could
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also be used for the analysis of other projects written in C language.

Finally we evaluate our framework through analyzing the software system of DATE. The analysis
result proves the effectiveness and efficiency of our framework. PAF has pinpointed a number of
possible optimizations which could be applied to DATE and help maximizing the software qual-

ity.
Student? Enter ’yes’. See http://goo.gl/MVv53:

yes
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Evolution and performance of electron and photon triggers in AT-
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The electron and photon triggers are among the most widely used triggers in ATLAS physics analy-
ses. In 2011, the increasing luminosity and pile-up conditions demanded higher and higher thresh-
olds and the use of tighter and tighter selections for the electron triggers. Optimizations were per-
formed at all three levels of the ATLAS trigger system. At the high-level trigger (HLT), many vari-
ables from the calorimeters and tracking detectors are used to achieve high efficiency and large rejec-
tion power. The use of isolation criteria at the HLT has also been investigated. At L1, the thresholds
were raised and optimised to account for 7-dependence and hadronic isolation was implemented. In
addition to physics triggers, dedicated triggers for collecting a large number of control samples of
J/psi->ee, W->enu and jet background, for calibration, efficiency and fake rate measurements were
developed. This contribution summarizes the algorithms and performance of ATLAS electron and
photon triggers used in 2011 data taking.
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Physics Data Processing with Google Protocol Buffers
Author: Johannes Ebke'

Co-author: Peter Waller *

! Ludwig-Maximilians-Univ. Muenchen (DE)

2 University of Liverpool
Corresponding Author: johannes.ebke@physik.uni-muenchen.de
Historically, HEP event information for final analysis is stored in

Ntuples or ROOT Trees and processed using ROOT I/O, usually resulting in
a set of histograms or tables.
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Here we present an alternative data processing framework, leveraging the
Protocol Buffer open-source library, developed and used by Google Inc.
for loosely coupled interprocess communication and serialization.

We save event information as a stream of Protocol Messages, which can be
read and written using high-performance code generated by the Protocol
Buffer software. No seeks are performed in write mode, and during
processing, making easy deployment over streaming network connections
possible.

The performance of our code on an example mock-physics analysis is then
compared with a ROOT analysis on the same data, showing the gain
obtained by leveraging current developments from outside HEP.

Student? Enter ’yes’. See http://goo.gl/MVv53:

yes
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The “Common Solutions” Strategy of the Experiment Support group
at CERN for the LHC Experiments
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After two years of LHC data taking, processing and analysis and with numerous changes in comput-
ing technology, a number of aspects of the experiments’computing as well as WLCG deployment
and operations need to evolve. As part of the activities of the Experiment Support group in CERN’
s IT department, and reinforced by effort from the EGI-InSPIRE project, we present work aimed at
common solutions across all LHC experiments. Such solutions allow us not only to optimize devel-
opment manpower but also offer lower long-term maintenance and support costs. The main areas
cover Distributed Data Management, Data Analysis, Monitoring and the LCG Persistency Frame-
work. Specific tools have been developed including the HammerCloud framework, automated ser-
vices for data placement, data cleaning and data integrity (such as the data popularity service for
CMS, the common Victor cleaning agent for ATLAS and CMS and tools for catalogue/storage consis-
tency), the Dashboard Monitoring framework (job monitoring, data management monitoring, File
Transfer monitoring) and the Site Status Board. This talk focuses primarily on the strategic aspects
of providing such common solutions and how this relates to the overall goals of long-term sustain-
ability and the relationship to the various WLCG Technical Evolution Groups

Summary:

Common Solutions for the LHC experiments provided by the CERN Experiment Support group of the
IT department
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This is an update on CASTOR (CERN Advanced Storage) describing the recent evolution and related
experience in production during the latest high-intensity LHC runs.

In order to handle the increasing data rates (10GB/s average for 2011), several major improvements
have been introduced.

We describe in particular the new scheduling system that has replaced the original CASTOR one. It
removed the limitations ATLAS and CMS were hitting in terms of file openings rates (from 20 Hz to
200+ Hz) while simplifying the code and operations at the same time.

We detail how the usage of the internal database has been optimized to improve efficiency by a factor
3 and cut opening file latency by orders of magnitude (from O(1s) to O(1ms)).

Finally, we will report on the evolution of the CASTOR monitoring and give the roadmap for the
future.
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Flexible event reconstruction software chains with the ALICE High-
Level Trigger
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The ALICE High-Level Trigger (HLT) is a complex real-time system, whose primary objective is to
scale down the data volume read out by the ALICE detectors to at most 4 GB/sec before being written
to permanent storage. This can be achieved by using a combination of event filtering, selection of
the physics regions of interest and data compression, based on detailed on-line event reconstruction.
ALICE’s largest detector - the Time Projection Chamber (TPC) - alone can easily reach data rates
of upto 15 GB/sec which exceeds the available mass-storage bandwidth. Hence the ALICE HLT is
a critical system logically sitting in between the detector readout electronics and the DAQ event
building network.

The ALICE HLT has a large high-performance computing cluster at CERN consisting of 2752 CPU
cores supported by 64 GPUs and 246 FPGAs. Data-flow in this cluster is controlled by a custom
designed software framework. It consists of a set of components which can communicate with each
other via a common control interface. The software framework also supports the creation of different
configurations based on the detectors participating in the HLT. These configurations define a logical
data processing “chain”of detector data-analysis components. Readout data passes through these
software components in a pipelined fashion so that several events are processed in the software
chain at the same time. An instance of such a chain can run and manage a few thousand physics
analysis and data-flow components.
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As more detectors participate in the HLT and with the increasing data challenges posed by ALICE,
from the computing point of view, it translates into a need to efficiently manage an even higher num-
ber of software components communicating with each other and competing for the same resources
in the cluster.

In this contribution the experience of running the HLT software and the configuration scheme used
in 2011 —with special emphasis on the heavy ion period of ALICE - will be discussed. The current
status of the software would be presented and the improvements made, based on past experience of
running the software would be reviewed.

« Dinesh Ram for the ALICE HLT Collaboration
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A new communication framework for the ALICE Grid
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Since the ALICE experiment began data taking in late 2009, the amount of end user jobs on the
AliEn Grid has increased significantly. Presently 1/3 of the 30K CPU cores available to ALICE are
occupied by jobs submitted by about 400 distinct users. The overall stability of the AliEn middleware
has been excellent throughout the 2 years of running, but the massive amount of end-user analysis
and its specific requirements and load has revealed few components which can be improved. One
of them is the interface between users and central AliEn services (catalogue, job submission system)
which we are currently re-implementing in Java. The interface provides persistent connection with
enhanced data and job submission authenticity. In this paper we will describe the architecture of
the new interface, the ROOT binding which enables the use of a single interface in addition to the
standard UNIX-like access shell and the new security-related features.
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A New Information Architecture, Web Site and Services for the
CMS Experiment
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The age and size of the CMS collaboration at the LHC means it now has many hundreds of inhomo-
geneous web sites and services and more than 100,000 documents.

We describe a major initiative to create a single coherent CMS internal and public web site. This
uses the Drupal web Content Management System (now supported by CERN/IT) on top of a standard
LAMP stack (Linux, Apache, MySQL, and php/perl). The new navigation, content and search services
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are coherently integrated with numerous existing CERN services (CDS, EDMS, Indico, phonebook,
Twiki) as well as many CMS internal Web services.

We describe the information architecture; the system design, implementation and monitoring; the
document and content database; security aspects; and our deployment strategy which ensured con-
tinual smooth operation of all systems at all times.
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Authors: Heather Gray'; Simone Pagan Griso®

Co-author: Christoph Wasicki *

' CERN
2 Lawrence Berkeley National Lab. (US)
* Deutsches Elektronen-Synchrotron (DE)

Corresponding Authors: heather.gray@cern.ch, simone.pagan.griso@cern.ch, christoph.wasicki@cern.ch

The track and vertex reconstruction algorithms of the ATLAS Inner Detector have demonstrated
excellent performance in the early data from the LHC. However, the rapidly increasing number
of interactions per bunch crossing introduces new challenges both in computational aspects and
physics performance. We will discuss the strategy adopted by ATLAS in response to this increasing
multiplicity by balancing physics requirements with the available computing resources. In addition
the performance of the track and vertex reconstruction algorithms in this challenging environment
will be demonstrated.
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Talking Physics: Can Social Media Teach HEP to Converse Again?
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Og, commonly recognized as one of the earliest contributors to experimental particle physics, began
his career by smashing two rocks together, then turning to his friend Zog and stating those famous
words “oogh oogh”. It was not the rock-smashing that marked HEP’s origins, but rather the sharing
of information, which then allowed Zog to confirm the important discovery, that rocks are indeed
made of smaller rocks.

Over the years, Socrates and other great teachers developed the methodology of this practice. Yet,
as small groups of friends morphed into large classrooms of students, readers of journals, and au-
diences of television viewers, science conversation evolved into lecturing and broadcasting. While
information is still conveyed in this manner, the invaluable, iterative nature of question/response is
often lost or limited in duration.

The birth of Web 2.0 and the development of Social Media tools, such as Facebook, Twitter and
Google +, are allowing iterative conversation to reappear in nearly every aspect of communication.
From comments on public articles and publications to “wall”’conversations and tweets, physicists are
finding themselves interacting with the public before, during and after publication. I discuss both
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the danger and the powerful potential of this phenomenon, and present methods currently used in
HEP to make the best of it.
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ATLAS Virtual Visits: Bringing the World into the ATLAS Con-
trol Room
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The newfound ability of Social Media to transform public communication back to a conversational
nature provides HEP with a powerful tool for Outreach and Communication. By far, the most effec-
tive component of nearly any visit or public event is that fact that the students, teachers, media, and
members of the public have a chance to meet and converse with real scientists.

While more than 30,000 visitors passed through the ATLAS Visitor Centre in 2011, nearly 7 billion
did not have a chance to make the trip. Clearly this is not for lack of interest. Rather, the costs of
travel, in terms of time and money, and limited parking, put that number somewhat out of reach.
On the other hand, during the LHC “First Physics”event of 2010, more than 2 million visitors joined
the experiment control rooms via webcast for the celebration.

I present a project developed for the ATLAS Experiment’s Outreach and Education program that com-
plements the webcast infrastructure with video conferencing and wireless sound systems, allowing
the public to interact with hosts in the control room with minimal disturbance to the shifters. These
“Virtual Visits"have included high school classes, LHC Masterclasses, conferences, expositions and
other events in Europe, USA, Japan and Australia, to name a few. I will discuss the technology used,
potential pitfalls (and ways to avoid them), and our plans for the future.
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The GridKa center at the Karlsruhe Institute for Technology is the largest ALICE Tier-1 center. It
hosts 40,000 HEPSEPC’06, approximately 2.75 PB of disk space and 5.25 PB of tape space for for
A Large Ion Collider Experiment (ALICE), at the CERN LHC. These resources are accessed via the
AliEn middleware. The storage is divided into two instances, both using the storage middleware
xrootd.

We will focus on the set-up of these resources and on the topic of monitoring. The latter serves a
vast number of purposes, ranging from efficiency statistics for process and procedure optimization
to alerts for on-call duty engineers.
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Neural network based cluster creation in the ATLAS silicon pixel
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The read-out from individual pixels on planar semi-conductor sensors are grouped into clusters to
reconstruct

the location where a charged particle passed through the sensor. The resolution given by individual
pixel sizes

is significantly improved by using the information from the charge sharing between pixels.

Such analog cluster creation techniques have been used by the ATLAS experiment for many years
to obtain an excellent performance.

However, in dense environments, such as those inside high-energy jets, clusters have an increased
probability of merging

the charge deposited by multiple particles.

Recently, a neural network based algorithm which estimates both the cluster position and whether
a cluster should be split

into sub-cluster has been developed for the ATLAS pixel detector. The algorithm significantly re-
duces ambiguities

in the assignment of pixel detector measurement to tracks within jets and improves the position
accuracy with respect

to standard interpolation techniques by taking into account the 2-dimensional charge distribution.
The implementation of the neural network, the training parameters and performance of the new
clustering will be presented.

Significant improvements to the track and vertex resolution obtained using this new method will be
presented

based on Monte Carlo simulated data and the results will be compared to data recorded with the
ATLAS detector.

Finally, the resulting improvements to the identification of jets containing b-quarks will be dis-
cussed.
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Service management at CERN with Service-Now
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The Information Technology (IT) and the General Services (GS) departments at CERN have decided
to combine their extensive experience in support for IT and non-IT services towards a common goal
—to bring the services closer to the end user based on ITIL best practice. The collaborative efforts
have so far produced definitions for the incident and the request fulfillment processes which are
based on a unique two-dimensional service catalogue that combines both the user and the support
team view of all services.

After an extensive evaluation of the available industrial solutions, Service-now was selected as the
tool to implement the CERN Service-Management processes. The initial release of the tool made pro-
vided an attractive web portal for the users and successfully implemented two basic ITIL processes;
the incident management and the request fulfilment processes. It also integrated with the CERN
personnel databases and the LHC GRID ticketing system.
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Subsequent releases continued to integrate with other third-party tools like the facility management
systems of CERN as well as to implement new processes such as change management. Independently
from those new development activities it was decided to simplify the request fulfillment process in
order to achieve easier acceptance by the CERN user community.

We believe that due to the high modularity of the Service-now tool, the parallel design of ITIL pro-
cesses e.g., event management and non-ITIL processes, e.g., computer centre hardware management,
will be easily achieved.

This presentation will describe the experience that we have acquired and the techniques that were
followed to achieve the CERN customization of the Service-Now tool.
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The Large Hadron Collider (LHC) at CERN is the world’s largest particle accelerator, which collides
proton beams at an unprecedented centre of mass energy of 7 TeV.

ATLAS is a multipurpose experiment that records the products of the LHC collisions. In order to
reconstruct the trajectories of charged particles produced in these collisions,

ATLAS is equipped with a tracking system (Inner Detector) built on two different technologies:
silicon planar (pixel and microstrip) sensors and drift-tube based detectors.

The goal of the Inner Detector alignment is to determine accurately the position and orientation of
its sensors with a precision better than 10 micrometers,

such the tracker performance is not degraded far beyond its intrinsic resolution. This requires the
determination of over 700,000 degrees of freedom (DoF) with high accuracy.

The implementation of the track based alignment within the ATLAS software framework unifies dif-
ferent alignment approaches and allows the alignment of all tracking subsystems together.

The alignment specific classes are directly linked with the track reconstruction software, which pro-
vides tools for computation of specific quantities (residuals, pulls, track derivatives,

covariance matrices, ...). The detector specific classes inherit from a common base allowing for a
unified definition of the alignment geometry.

As the alignment algorithms are based on minimization of the track-hit residuals,

one has to solve a linear system with large number of DoF. The solving itself poses a real challenge
as it involves inversion or diagonalization of a large matrix that may be dense.

Fast solving algorithms as well as full diagonalization have been implemented to calculate the results
for the alignment.

The alignment software also has the ability to constrain the system either with constraints on the
tracks

(beam spot, primary vertex, momentum from the ATLAS muon system, E/p, ...) or constraints on
the alignment corrections.

The alignment is executed on a run by run basis at the ATLAS calibration loop using the CERN
Analysis Facility with "200 CPUs running Scientific Linux CERN 5.

For these purposes, two independent data streams are selected online by the event filter (at a 50 Hz
rate).

The first one consists of a collection of high momentum and isolated tracks.

The second is a set of cosmic-ray tracks triggered during the LHC empty bunches.
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Detailed alignment runs on the GRID, where data corresponding to many data periods is analysed,
allowing for thousands of CPU to be utilised simultaneously.

We will present an outline of the track based alignment approaches,

their implementation within the ATLAS software framework and their performance when aligning
the ATLAS detector.

Summary:

The alignment of the Inner Detector of ATLAS poses a real computing challenge. There are more than
700 thousand degrees of freedom to align with high accuracy. Therefore many millions of tracks are
needed. Besides the computing resources are a key ingredient for the alignment procedure. The ATLAS
ID alignment has been adapted to run on the GRID. Several thousand jobs are submitted in parallel to
the ATLAS tier 2 centers. There the data is processed and the ouptut is collected in form of alignment
matrices and vectors, plus monitoring histograms. The whole alignment procedure is run iteratively
till convergence is found. En each iteration, before solving the alignment, all the matrices and vector
of individual jobs have to be added together. In order to obtain the alignment corrections one needs
to solve a linear system with many thousands degrees of freedom. Thus the computing represents also
a challenge. Fast matrix inversion with matrix conditioning and diagonalization of the full matrix are
used. In the second case and in order to obtain sensible alignment corrections, on has to identify the
singular and the near-singular modes of the alignment.

The whole alignment chain can also be run quasi-online in the calibration loop, where alignment con-
stants are required to be derived run by run. There is also a limit of 36 hours to obtain the corrections,
prior the bulk processing starts.
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Bug tracking is a process which comprises activities of reporting, documenting, reviewing, planning,
and fixing software bugs. While there exist many studies on the usage of bug tracking tools and
procedures in open source software, the situation in high energy physics has never been looked at in
a systematic way. In our study we have compared and analyzed several scientific and non-scientific
software projects to define the similarity and variability in bug-tracking practices. We will present
our findings, with emphasis on a comparison of the three projects ATLAS, Belle II and Eclipse. In
addition, we aim at defining the problems and the specific needs of the development paradigm in
high energy physics.
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The LCG Applications Area relies on regular integration testing of the provided software stack. In
the past, regular builds have been provided using a system which has been changed and developed
constantly adding new features like server-client communication, long-term history of results and
a summary web interface using present-day web technologies.

However, the ad-hoc style of software development resulted in a setup that is hard to monitor, in-
flexible and difficult to expand.

The new version of the infrastructure is based on the Django Python framework, which allows for
a structured and modular design, making it easy to plug in later additions. Transparency in the
workflows and ease of monitoring has been one of the priorities in the design. Formerly missing
functionality like e.g. on-demand builds or release triggering will support the transition to a more
agile development process.
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ALICE (A Large Ion Collider Experiment) is one of the big LHC (Large Hadron Collider) experiments
at CERN in Geneve, Switzerland.

The experiment is composed of 18 sub-detectors controlled by an integrated Detector Control System
(DCS) that is implemented using the commercial SCADA package PVSS. The DCS includes over 1200
network devices, over 1,000,000 input channels and numerous custom made software components
that are prepared by over 100 developers from all around the world.

This complex system is controlled by a single operator via a central user interface. One of his/her
main tasks is recovery of anomalies and errors that may appear during the operation. Therefore,
clear, complete and easily accessible documentation is essential to guide the shifter through the
expert interfaces of different subsystems.

This paper describes the idea of managing of the operational documentation in ALICE using a generic
repository that is based on relational database and is integrated with the control system. The expe-
rience gained and the conclusions drawn from the project are also presented.
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The LHCb Data Management System

Author: Philippe Charpentier’
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The LHCb Data Management System is based on the DIRAC Grid Community Solution. LHCbDirac
provides extensions to the basic DMS such as a Bookkeeping System. Datasets are defined as sets
of files corresponding to a given query in the Bookkeeping system. Datasets can be manipulated
by CLI tools as well as by automatic transformations (removal, replication, processing). A dynamic
handling of dataset replication is performed, based on disk space usage at the sites and dataset pop-
ularity. For custodial storage, an on-demand recall of files from tape is performed, driven by the
requests of the jobs, including disk cache handling.

We shall describe all the tools that are available for Data Management, from handling of large datasets
to basic tools for users as well as for monitoring the dynamic behaviour of LHCb Storage capac-

ity.
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The Trigger and DAQ (TDAQ) system of the ATLAS experiment is a very
complex distributed computing system, composed of O(10000) of
applications running on more than 2000 computers. The TDAQ Controls
system has to guarantee the smooth and synchronous operations of all
TDAQ components and has to provide the means to minimize the downtime
of the system caused by runtime failures, which are inevitable for a

system of such scale and complexity.

During data taking runs, streams of information messages sent or
published by TDAQ applications are the main sources of knowledge about
correctness of running operations. The huge flow of operational
monitoring data produced (with an average rate of O(1-10KHz)) is
constantly monitored by experts to detect problem or misbehavior.

Given the scale of the system and the rates of data to be analyzed,
the automation of the Control system functionality in areas of
operational monitoring, system verification, error detection and
recovery is a strong requirement. It allows to reduce the operations
man power needs and to assure a constant high quality of problem
detection and following recovery.

To accomplish its objective, the Controls system includes some
high-level components which are based on advanced software
technologies, namely the rule-based expert system (ES) and the complex
event processing (CEP) engines. The chosen techniques allow to
formalize, to store and to reuse the TDAQ experts’ knowledge in the
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Control framework and thus to assist TDAQ shift crew to accomplish its
task.

DVS (Diagnostics and Verification System) and Online Recovery
components are responsible for the automation of system testing and
verification, diagnostics of failures and recovery procedures. These
components are built on top of a common technology of a
forward-chaining ES framework (based on CLIPS expert system shell),
that allows to program the behavior of a system in terms of “if-then”
rules and to easily extend or modify the knowledge base.

The core of AAL (Automated monitoring and AnaLysis) component is a CEP
(Complex Event Processing) engine implemented using ESPER in Java. The
engine is loaded with a set of directives and it performs correlation

and analysis of operational messages and events and produces
operator-friendly alerts, assisting TDAQ operators to react promptly

in case of problems or to perform important routine tasks. The

component is known to shifters as “Shifter Assistant” (SA), and

introduction of the SA allowed to reduce the number of shifters in the
ATLAS control room. Design foresees a machine learning module to

detect anomaly and problems that cannot be defined in advance.

The described components are constantly used for the ATLAS Trigger-DAQ
system operations, and the knowledge base is growing as more expertise

is acquired. By the end of 2011 the size of the knowledge base used

for TDAQ operations was about 300 rules.

The paper presents the design and present implementation of the
components and also the experience of its use in a real operational
environment of the ATLAS experiment.

Summary:

The paper presents the design and implementation of some intelligent expert system based TDAQ Con-
trols components and also the experience of their use in a real operational environment of the ATLAS
experiment.
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The LHCD software is based on the Gaudi framework, on top of which are built several large and
complex software applications. The LHCb experiment is now in the active phase of collecting and
analyzing data and significant performance problems arise in the Gaudi based software beginning
from High Level Trigger (HLT) programs and ending with data analysis frameworks (DaVinci). It’
s not easy to find hot spots in the code - only special tools can help to understand where CPU
or memory usage is not reasonable. There exist many performance analyzing tools, but the main
problem is that they show reports in terms of class and function names and such information usually
is not very useful - the majority of algorithm developers use the Gaudi framework abstractions and
usually do not know about functions which lie at the lower level. We will show a new approach
which adds to performance reports a higher abstraction level based on knowledge of framework
architecture and run-time object properties. A set of profiling tools (based on sampling and unwind
library - a software for introspection of the program call-chain) and visualizing interfaces has been
developed and deployed.
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The Cherenkov Telescope Array (CTA) —an array of many tens of Imaging Atmospheric Cherenkov
Telescopes deployed on an unprecedented scale —is the next generation instrument in the field of
very high energy gamma-ray astronomy.

CTA will operate as an open observatory providing data products to the scientific community. An
average data stream of some GB/s for about 1000 hours of observation per year, thus producing
several PB/year, is expected. Large CPU time is required for data processing as well as for massive
Monte Carlo simulations (MC) needed for detector calibration purposes and performance studies as
a function of detectors and lay-out configurations.

Given these large storage and computing requirements, the Grid approach is well suited and massive
MC simulations are already running on the EGI Grid.

In order to optimize resource usage and to handle in a coherent way all production and future anal-
ysis activities, a high level framework with advanced functionalities is needed.

For this purpose the DIRAC framework for distributed computing access implementing CTA work-
loads is evaluated. The benchmark test results of DIRAC as well as the extensions developed to cope
with CTA specific needs are presented.
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Grid computing has enabled scientific communities to effectively share computing resources dis-
tributed over many independent sites. Several such communities, or Virtual Organizations (VO), in
the Open Science Grid and the European Grid Infrastructure use the glideinWMS system to run com-
plex application work-flows. GlideinWMS is a pilot-based workload management system (WMS)
that creates on demand, dynamically-sized overlay Condor batch system on Grid resources. While
the WMS addresses the management of compute resources, however, data management in the Grid
is still the responsibility of the VO. In general, large VOs have resources to develop complex custom
solutions, while small VOs would rather push this responsibility to the infrastructure. The latter
requires a tight integration of the WMS and the data management layers, an approach still not com-
mon in modern Grids. In this paper we describe a solution developed to address this shortcoming
in the context of Center for Enabling Distributed Petascale Science (CEDPS) by integrating glidein-
WMS with Globus Online (GO). GO is a fast, reliable file transfer service that makes it easy for any
user to move data. The solution eliminates the need for the users to provide custom data transfer
solutions in the application by making this functionality part of the glideinWMS infrastructure. To
achieve this, glideinWMS uses the file transfer plug-in architecture of Condor. The paper describes
the system architecture and how this solution can be extended to support data transfer services other
than GO when used with Condor or glideinWMS.
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The ATLAS experiment at the Large Hadron Collider at CERN relies on a complex and highly dis-
tributed Trigger and Data Acquisition (TDAQ) system to gather and select particle collision data at
unprecedented energy and rates. The TDAQ is composed of three levels which reduces the event
rate from the design bunch-crossing rate of 40 MHz to an average event recording rate of about 200
Hz.

The first part of this presentation will give an overview of the operational performance of the DAQ
system during 2011 and the first months of data taking in 2012. It will describe how the flexibility in-
herent in the design of the system has be exploited to meet the changing needs of ATLAS data taking
and in some cases push performance beyond the original design performance specification.

The experience accumulated in the ATLAS DAQ/HLT system operation during these years stimu-
lated also interest to explore possible evolutions, despite the success of the current design. One
attractive direction is to merge three systems - the second trigger level (L2), the Event Builder (EB),
and the Event Filter (EF) - within a single homogeneous one in which each HLT node executes all
the steps required by the trigger and data acquisition process. Each L1 event is assigned to an avail-
able HLT node which executes the L2 algorithms using a subset of the event data and, upon positive
selection, builds the event, which is further processed by the EF algorithms. Appealing aspects of
this design are: a simplification of the software architecture and of its configuration, a better ex-
ploitation of the computing resources, the caching of fragments already collected for L2 processing,
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the automated load balancing between L2 and EF selection steps, the sharing of code and services
on HLT nodes.

Furthermore, the full treatment of the HLT selection on a single node allows more flexible ap-
proaches, for example “incremental event building” in which trigger algorithms progressively en-
large the size of the analysed region of interest, before requiring the building of the complete event.
To spot possible limitations of the new approach and to demonstrate the benefits out-lined above, a
prototype has been implemented. The preliminary measurements are positive and further tests are
scheduled for the next months.

Appealing aspects of this design are: a simplification of the software architecture and of its configu-
ration, a better exploitation of the computing resources, the caching of fragments already collected
for L2 processing, the automated load balancing between L2 and EF selection steps, the sharing of
code and services on HLT nodes.

Furthermore, the full treatment of the HLT selection on a single node allows more flexible ap-
proaches, for example “incremental event building” in which trigger algorithms progressively en-
large the size of the analysed region of interest, before requiring the building of the complete event.

To spot possible limitations of the new approach and to demonstrate the benefits out-lined above, a
prototype has been implemented. The preliminary measurements are positive and further tests are
scheduled for the next months. Their results are the subject of this paper.
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Access protection is one of the cornerstones of security. The rule of least-privilege demands that
any access to computer resources like computing services or web applications is restricted in such a
way that only users with a need-to can access those resources. Usually this is done when authenti-
cating the user asking her for something she knows, e.g. a (public) username and secret password.
Unfortunately, passwords are regularly lost to attackers: Because of ignorance, users voluntarily
reply to so-called Phishing emails that are specially crafted to steal passwords; attackers repeatedly
succeeded to intercept passwords that are typed into compromised PCs-*-Adding a second factor to
the authentication process, something the user is, like employing iris-scans, or has, like a hardware
token, will prevent that the attacker can do any bad with the stolen password. He now also needs
to get hold of the second factor.

In order to protect critical services and applications, the CERN Computer Security Team has evalu-
ated several means for multi-factor authentication. Since there is no silver-bullet, three techniques
have been selected: certificates stored in SmartChips embedded in the standard CERN access card,
one-time passwords generated on USB sticks from Yubico (so-called yubi-Keys) and one-time pass-
words generated using mobile phone applications. This presentation will detail on the evaluation
process, compare the different techniques, and outline the implementation and first experience in

the field.
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The creation and maintenance of a Virtual Machine (VM) is a complex process. To build the VM
image, thousands of software packages have to be collected, disk images suitable for different hyper-
visors have to be built, integrity tests must be performed, and eventually the resulting images have
to become available for download. In the meanwhile, software updates for the older versions must
be published, obsolete images must be revoked, and the clouds that use them must be updated. Ini-
tially, in the CernVM project we used several commercial solutions to drive this process. In addition
to the cost, the drawback of such an approach was lack of a common and coherent framework that
would allow for full control of every step in the process and easy adaptation to new technologies
(hypervisors, clouds, APIs).

In an attempt to provide a complete lifecycle management solution for virtual machines, we col-
lected a set of open-source tools, adapted them to our needs and combined them with our existing
development tools in order to create an extensible framework that could serve as end to end solution
for VM lifecycle management.

This new framework is based on the Archipel Open Source Project and shares some of its main prin-
ciples, namely, every component of the system is a stand-alone agent; the front-end is a stand-alone
application; all of them communicate over the same messaging network based on the Extensible
Message and Presence Protocol (XMPP). Each component of the framework can thus interact with
each other in order to perform automated tasks and all of them can be managed from a single User
Interface. The agents that manage the Hypervisor infrastructure, as well as the agents that deploy
and monitor the Virtual Machines and the web-based user interface, are provided by the Archipel
Project. In CernVM, we developed iBuilder, a tool to instrument VM images for almost all popular
hypervisors. We integrated Tapper, an open-source tool that tests the resulted images, and we de-
veloped all the appropriate agents to control the software repositories and the previously mentioned
tools. All these agents now allow us to continuously build and test development images.

To complete the system, we plan to develop agents that will be capable of deploying contextual-
ized CernVM images in various scenarios such as clouds that support the EC2 API Interface, or
private/academic clouds using the native tools. Finally, a new lightweight front-end is under devel-
opment aiming to provide access and complete control of the framework from the portable devices
(smartphones and tablets). In this contribution we will present the details of this system, it’s current
status and future plans.

Student? Enter ’yes’. See http://goo.gl/MVv53:
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Summary:

The maintenance of a Virtual Machine is a complex process that involves many software packages, many
different phases and no standardized methodology.

For the CernVM project our first attempts to use several commercial solutions to drive this process failed
as they were unable to provide a common and coherent framework that would allow for full control of
every step. We therefore decided to combine existing open-source tools into an extensible framework
that could serve as end-to-end solution for VM lifecycle management.
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This new framework is based on the Archipel Project and shares some of its main principles. The whole
system is stateless, there is no central server, and all the involved components plus the user interfaces
are just inter-connected over the same messaging network. In this way, new components can be added
on-the-fly, every component can communicate with each other to perform automated tasks, and all of
them can be controlled from the same interface.

In this contribution we will present the architecture of this framework, our new tools that allow us to
continuously build and test development images, some in-development highlights and our future plans.
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Long-term preservation of scientific data represents a challenge to all experiments. Even after an
experiment has reached its end of life, it may be necessary to reprocess the data. There are two
aspects of long-term data preservation: “data” and “software”. While data can be preserved by mi-
gration, it is more complicated for the software. Preserving source code and binaries is not enough;
the full software and hardware environment is needed. Virtual machines (VMs) may offer a solution
by “freezing” a virtual hardware platform “in software”, where the legacy software can run in the
original environment.

A complete infrastructure package is developed for easy deployment and management of such VMs.
It is based on a dedicated distribution of Linux, CERNVM. Updated versions will be made available
for new software, while older versions will still be available for legacy analysis software. Further, a
HTTP-based file system, CVMFS, is used for the distribution of the software. Since multiple versions
of both software and VMs are available, it is possible to process data with any software version, and a
matching VM version. OpenNebula is used to deploy the VMs. Traditionally, there are many tools for
managing clouds from a VM point-of-view. However, for experiments, it can be more useful to have
a tool which is mainly centred around the data, but also allows for management of VMs. Therefore, a
point-and-click web user interface is being developed that can (a) keep track of the processing status
of all data; (b) select data to be processed and which type of processing, also selecting the version
of software and matching VM; and (c) the configuration of the processing nodes, e.g. memory and
number of nodes. It is preferable that the interface has an experiment-dependent module which
will allow for easy adoption to various experiments. The complete package is designed to be easy
to replicate on any processing site, and to scale well. Besides data preservation, this paradigm also
allows for distributed cloud-computing on private and public clouds through the EC2 interface, for
both legacy and contemporary experiments, e.g. NA61 and the LHC experiments.

Summary:

Long-term preservation of scientific data represents a challenge to experiments, especially with regard
to the analysis software. Preserving source code and binaries is not enough; the full software and hard-
ware environment is needed. Virtual machines (VMs) make it possible to preserve hardware “in soft-
ware”. A complete infrastructure package is developed for easy deployment and management of VMs,
based on CERNVM Linux. Older CERNVM versions will still be available for legacy software. Further,
a HTTP-based file system, CVMFS, is used for the distribution of the software. It is possible to process
data with any software version, and a matching VM version. Most importantly, a point-and-click web
user interface is being developed for setting up the complete processing chain, including VM/software
versions, number/type of processing nodes, and the particular type of analysis and data. This paradigm
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also allows for distributed cloud-computing on private and public clouds, for both legacy and contem-
porary experiments.
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FermiGrid is the facility that provides the Fermilab Campus Grid
with unified job submission, authentication, authorization and
other ancillary services for the Fermilab scientific computing
stakeholders.

We have completed a program of work to make these services resilient
to high authorization request rates, as well as failures of building
or network infrastructure.

We will present the techniques used, the response of the system against
real world events and the performance metrics that have been achieved.
Student? Enter ’yes’. See http://goo.gl/MVv53:
no
Summary:

Describes the tuning that was made to the
FermiGrid SAZ and GUMS servers to use the
XACML protocol more efficiently and to the
clients to avoid timouts
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FermiCloud is an Infrastructure-as-a-Service facility deployed at Fermilab
based on OpenNebula that has been in production for more than a year.
FermiCloud supports a variety of production services on virtual machines
as well as hosting virtual machines that are used as development and
integration platforms. This infrastructure has also been used as a testbed for
commodity storage evaluations.

As part of the development work, an X.509 authentication plugins for
OpenNebula were developed and deployed on FermiCloud. These X.509
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plugins were contributed back to the OpenNebula project and were made
generally available with the release of OpenNebula 3.0 in October 2011.

The FermiCloud physical infrastructure has recently been deployed
across multiple physical buildings with the eventual goal of being
resilient to a single building or network failure. Our current

focus is the deployment of a distributed SAN with a shared and
mirrored filesystem.

We will discuss the techniques being used and the progress to date
as well as future plans for the project.
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Description of FermiCloud project
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GridKa, operated by the Steinbuch Centre for Computing at KIT, is the German regional centre for
high energy and

astroparticle physics computing, supporting currently 10 experiments and serving as a Tier-1 centre
for the four LHC

experiments. Since the beginning of the project in 2002, the total compute power is upgraded at
least once per year to follow

the increasing demands of the experiments. The hardware is typically operated for about four years
until it is replaced by

more modern machines. The GridKa compute farm thus consists of a mixture of several generations
of compute nodes differing

in several parameters, e.g. CPU types, main memory, network connection bandwidth etc.

We compare the CPU efficiency (CPU time to wall time ratio) of high energy physics and astrophysics
compute jobs on these different types of compute nodes and estimate the impact of the ongoing trend
towards many-core CPUs.
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The Error and Alarm system for the data acquisition of the Compact Muon Solenoid (CMS) at CERN
is successfully used for the physics runs at Large Hadron Collider (LHC) during the first three years
of activities. Error and alarm processing entails the notification, collection, store and visualization
of all exceptional conditions occurring in the highly distributed CMS online system using a uniform
scheme. Alerts and reports are shown on-line by web application facilities that map them to graphi-
cal models of the system as defined by the user. A persistency service keeps history of all exceptions
occurred, allowing subsequent retrieval of user defined time windows of events for later playback
or analysis. The paper describes the architecture and the technologies used and deals with opera-
tional aspects during the first years of LHC. In particular it focuses on performance, stability and
integration with the CMS sub-detectors.
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By aggregating the storage capacity of hundreds of sites around the world, distributed data-processing
platforms such as the LHC computing grid offer solutions for transporting, storing and processing
massive amounts of experimental data, addressing the requirements of virtual organizations as a
whole. However, from our perspective, individual workflows require a higher level of flexibility, ease
of use and extensibility, which are not yet fully satisfied by the deployed storage systems.

In this contribution we report on our experience building Mucura, a prototype of a software system
for building cloud-based file repositories of extensible capacity. Intended for individual scientists,
the system allows you to store, retrieve, organize and share your remote files from your personal
computer, by using both command line and graphical user interfaces.

Designed with usability, scalability and operability in mind, it exposes web-based standard APIs
for storing and retrieving files and is compatible with the authentication mechanisms used by the
existing grid computing platforms. At the core of the system there are components for managing file
metadata and for secure storage of the files’contents, both implemented on top of highly available,
distributed, persistent, scalable key-value stores. A front-end component is responsible for user
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authentication and authorization and for handling requests from clients performing operations on
the stored files.

We will present the selected open-source implementations for each component of the system and
the integration work we have performed. In particular, we will present the rationale and findings of
our exploration of key-value data stores as the central component of the system, as opposed to the
usage of traditional networked file systems. We will also describe the pros and cons of our choices
from the perspectives of both the end-user and the operator of the service. Finally, we will report
on the feedback received from the early users and from the operators of the service.

This work is inspired not only by the increasing number of commercial services available nowadays
to individuals for their personal storage needs (backup, file sharing, synchronization, :**) such as
Amazon S3, Dropbox, SugarSync, bitcasa, etc., but also by several efforts in the same area in the
academic and research worlds (NASA, SDSC, etc.). We are persuaded that the level of flexibility
offered to individuals by this kind of systems adds value to the day-to-day work of scientists.
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The CMS detector control system (DCS) is responsible for controlling and monitoring the detector
status and for the operation of all CMS sub detectors and infrastructure. This is required to ensure
safe and efficient data taking, so that high quality physics data can be recorded. The current system
architecture is composed of more than 100 servers, in order to provide the required processing re-
sources. An optimization of the system software and hardware architecture is under development to
ensure redundancy of all the controlled sub-systems and to reduce any downtime due to hardware
or software failures. The new optimized structure is based mainly on powerful and highly reliable
blade servers and makes use of a fully redundant approach, guaranteeing high availability and relia-
bility. The analysis of the requirements, the challenges, the improvements and the optimized system
architecture as well as its specific hardware and software solutions are presented.
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Shine is the new offline software framework of the NA61/SHINE experiment at the CERN SPS for
data reconstruction, analysis and visualization as well as detector simulation.

To allow for a smooth migration to the new framework, as well as to facilitate its validation, our
transition strategy foresees to incorporate considerable parts of the old NA61/SHINE reconstruction
chain which is based on the legacy code of NA49 experiment. Such a reuse of parts of old code,
written mostly in C and Fortran, is an often arising problem in HEP experiments. Apart from the
need to properly interface the old and new code, the migration task is complicated in our case due
to the use of nonstandard commercial compilers in the NA49 code.

In this presentation we will describe the challenges faced during the porting of legacy code and
discuss solutions that can help developers embarking on a similar adventure. In particular, we will
describe the transition from scattered Makefiles to a monolithic CMake built system, the design of
C++ interfaces to the legacy code and the semi-automatic conversion of non-standard PGI-Fortran
constructs to code that compiles with GFortran. In addition, the validation of the physics output of
the new framework will be discussed.
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The Conditions Database of the LHCb experiment (CondDB) provides versioned, time dependent ge-
ometry and conditions data for all LHCD data processing applications (simulation, high level trigger,
reconstruction, analysis) in a heterogeneous computing environment ranging from user laptops to
the HLT farm and the Grid. These different use cases impose front-end support for multiple database
technologies (Oracle and SQLite are used). Sophisticated distribution tools are required to ensure
timely and robust delivery of updates to all environments. The content of the database has to be
managed to ensure that updates are internally consistent and externally compatible with multiple
versions of the physics application software. In this paper we describe three systems that we have
developed to address these issues:
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- an extension to the automatic content validation done by the “Oracle Streams’replication technol-
ogy, to trap cases when the replication was unsuccessful;

- an automated distribution process for the SQLite-based CondDB, providing also smart backup and
checkout mechanisms for the CondDB managers and LHCD users respectively;

- a system to verify and monitor the internal (CondDB self-consistency) and external (LHCb physics
software vs. CondDB) compatibility.

These systems are used in production in the LHCb experiment and have achieved the desired goal
of higher flexibility and robustness for the management and operation of the CondDB.
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Within the DIRAC framework in the LHCb collaboration, we deployed an autonomous policy sys-
tem acting as a central status information point for grid elements.

Experts working as grid administrators have a broad and very deep knowledge about the underlying
system which makes them very precious. We have attempted to formalize this knowledge in an au-
tonomous system able to aggregate information, draw conclusions, validate them, and take actions
accordingly.

The DIRAC Resource Status System is a monitoring and generic policy system that enforces manage-
rial and operational actions automatically. As an example, the status of a grid entity can be evaluated
using a number of policies, each making assessments relative to specific monitoring information. In-
dividual results of these policies can be combined to evaluate and propose a global status for the
resource. This evaluation goes through a validation step driven by a state machine and an external
validation system. Once validated, actions can be triggered accordingly.

External monitoring and testing systems such as Nagios or Hammercloud are used by policies for site
commission and certification. This shows the flexibility of our system, and of what an autonomous
policy system can achieve.
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We present LHCbDIRAC, an extension of the DIRAC community Grid solution to handle the LHCb

specificities.
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The DIRAC software has been developed for many years within LHCb only. Nowadays it is a generic
software, used by many scientific communities worldwide. Each community wanting to take advan-
tage of DIRAC has to develop an extension, containing all the necessary code for handling their
specific cases.

LHCbDIRAC is an actively developed extension, implementing the LHCb computing model and
workflows. LHCbDIRAC extends DIRAC to handle all the distributed computing activities of LHCb.
Such activities include real data processing (reconstruction, stripping and streaming), Monte-Carlo
simulation and data replication. Other activities are groups and user analysis, data management,
resources management and monitoring, data provenance, accounting for user and production jobs.
LHCbBDIRAC also provides extensions of the DIRAC interfaces, including a secure web client, python
APIs and CLIs. While DIRAC and LHCbDIRAC follow indpendent release cycles, every LHCbDIRAC
is built on top of an existing DIRAC release. Before putting in production a new release candidate,
a number of certification tests are run in a separate setup. This contribution highlights the versa-
tility of the system, also presenting the experience with real data processing, data and resources
management, monitoring for activities and resources.
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The LHCb experiment is a spectrometer dedicated to the study of heavy flavor at the LHC. The rate of
proton-proton collisions at the LHC is 15 MHz, but disk space limitations mean that only 3 kHz can
be written to tape for offline processing. For this reason the LHCb data acquisition system - trigger
- plays a key role in selecting signal events and rejecting background. In contrast to previous exper-
iments at hadron colliders like for example CDF or DO, the bulk of the LHCb trigger is implemented
in software and deployed on a farm of 20k parallel processing nodes. This system, called the High
Level Trigger (HLT) is responsible for reducing the rate from the maximum at which the detector
can be read out, 1.1 MHz, to the 3 kHz which can be processed offline,and has 20 ms in which to
process and accept/reject each event. In order to minimize systematic uncertainties, the HLT was
designed from the outset to reuse the offline reconstruction and selection code, and is based around
multiple independent and redundant, selection algorithms, which make it possible to trigger effi-
ciently even in the case that one of the detector subsystems fails. Because of specific LHC running
conditions, the HLT had to cope with three times higher event multiplicities than it was designed
for in 2010 and 2011. This contribution describes the software architecture of the HLT, focusing on
the code optimization and commissioning effort which took place during 2010 and 2011 in order to
enable LHCD to trigger efficiently in these unexpected running conditions, and the flexibility and
robustness of the LHCb software framework which allowed this reoptimization to be performed in
a timely manner. We demonstrate that the software architecture of the HLT, in particular the con-
cepts of algorithm redundancy and independence, were crucial to enable LHCb to deliver its nominal
trigger signal efficiency and background rejection rate in these unexpected conditions, and outline
lessons for future trigger design in particle physics experiments.
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The much-heralded exhaustion of the IPv4 networking address space has finally started. While
many of the research and education networks have been ready and poised for years to carry IPv6
traffic, there is a well-known lack of academic institutes using the new protocols. One reason for
this is an obvious absence of pressure due to the extensive use of NAT or that most currently still
have sufficient IPv4 addresses. More importantly though, the fact is that moving your distributed
applications to IPv6 involves much more than the routing, naming and addressing solutions provided
by your campus and national networks. Application communities need to perform a full analysis of
their applications, middleware and tools to confirm how much development work is required to use
IPv6 and to plan a smooth transition. A new working group of HEPiX (http://www.hepix.org) was
formed in Spring 2011 to address exactly these issues for the High Energy Physics community.

The HEPiX IPv6 Working Group has been investigating the many issues which feed into the decision
on the timetable for a transition to the use of IPv6 in HEP Computing, in particular for the Worldwide
LHC Computing Grid (http://lcg.web.cern.ch/lcg/). The activities include the analysis and testing of
the readiness for IPv6 and performance of many different components, including the applications,
middleware, management and monitoring tools essential for HEP computing. A distributed IPv6
testbed has been deployed and used for this purpose and we have been working closely with the
HEP experiment collaborations. The working group is also considering other operational issues
such as the implications for security arising from a move to IPv6.

This paper describes the work done by the HEPiX IPv6 working group since its inception and
presents our current conclusions and recommendations.
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”Swimming” : a data driven acceptance correction algorithm
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The LHCb experiment is a spectrometer dedicated to the study of heavy flavor at the LHC. The rate of
proton-proton collisions at the LHC is 15 MHz, but disk space limitations mean that only 3 kHz can
be written to tape for offline processing. For this reason the LHCb data acquisition system — trigger
- plays a key role in selecting signal events and rejecting background. Because the trigger efficiency,
measured with respect to signal events selected by offline analysis algorithms, is not 100%, the trigger
introduces biases in variables of interest. In particular, heavy flavor particles have a longer lifetime
than background events, and the trigger exploits this information in its selections, introducing a bias
in the lifetime distribution of offline selected heavy flavor particles. This bias must then be corrected
for in order to perform measurements of heavy flavor lifetimes at LHCb, measurements which are
particularly sensitive to physics beyond the Standard Model. This correction is accomplished by an
algorithm called “swimming”, which replays the passage of every offline selected event through the
LHCb trigger, varying the lifetime of the signal at each step, and thus computes an event-by-event
lifetime acceptance function for the trigger. This contribution describes the commissioning and
deployment of the swimming algorithm during 2010 and 2011, and the world best lifetime and CP
violation measurements accomplished using this method. In particular we focus on the key design
decision in the architecture of the LHCb trigger which allows this method to work : the bulk of the
triggering is implemented in software, reusing offline reconstruction and selection code to minimize
systematics, and allowing the trigger selections to be re-executed offline exactly as they ran during
data taking. We demonstrate the reproducibility of the LHCD trigger algorithms, show how the
reuse of offline code and selections minimizes the biases introduced in the trigger, and show that the
swimming method leads to an acceptance correction which contributes a negligible uncertainty to
the measurements in question.
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The Python programming language allows objects and classes to respond dynamically to the execu-
tion environment. Most of this, however, is made possible through language hooks which by defini-
tion can not be optimized and thus tend to be slow. The PyPy implementation of Python includes a
tracing just in time compiler (JIT), which allows similar dynamic responses but at the interpreter-,
rather than the application-level. Therefore, it is possible to fully remove the hooks, leaving only
the dynamic response, in the optimization stage for hot loops, if the types of interest are opened up
to the JIT.

A general opening up of types to the JIT, based on reflection information, has already been developed
(cppyy). The work described in this paper takes it one step further by customizing access to ROOT
I/O to the JIT, allowing for automatic selective reading, judicious caching, and buffer tuning.
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In this paper we present the Geant4 validation and testing suite.

The application is used to test any new Geant4 release. The simulation of a particularly demanding
use-case (High Energy Physics calorimeters) is tested with different physics parameters.

The suite is integrated with a job submission system that allows for the generation of high statistics
data-sets on distributed resources. The analysis of the data is also integrated and tools to store and
visualize the results are provided.

Summary:

The simulation of calorimeters is particularly demanding: it challenges all aspects of physics simulation
(tracking in magnetic field, electromagnetic and hadronic interactions). The Geant4 collaboration pub-
lishes a new version of Geant4 every year containing refinements of physics models and improvements
in computing performance. In addition to the public releases, monthly development releases are used
to monitor the developments of physics modeling.

To efficiently test all Geant4 versions a testing suite has been developed. A simplified version of HEP
calorimeter has been implemented with Geant4. All LHC calorimeters materials and technologies have
been implemented. The most important variables for calorimetric measurements are reconstructed and
recorded for later analysis.

To increase the statistics being produced with this application, the testing suite has been recently ex-
tended to be run on distributed resources, being batch or GRID resources. Software is distributed to
remote sites via a novel FUSE-based file system (CernVM-FS). The configuration of jobs, their sub-
mission, monitoring and collection of results is fully automated and integrated with GRID tools (DI-
ANE/GANGA). Analysis of produced data is also performed in an automatic way and the relevant re-
sults are stored in a database. A simple web-interface (DRUPAL) has been developed to retrieve the
data and produce interactively the plots (ROOT) to compare the physics performance between models
or between versions of Geant4.

The testing suite is an example of the integration of different tools and technologies used in the HEP
community that allows small Virtual Organizations to effectively use GRID resources.
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The hBrowse framework is a generic monitoring tool designed to meet the needs of various com-
munities connected to grid computing. It is strongly configurable and easy to adjust and implement
accordingly to a specific community needs. It’s a html/JavaScript client side application utilizing the
latest web technologies to provide presentation layer to any hierarchical data structures. Each part
of this software (dynamic tables, user selection etc.) is in fact a separate plugin which can be used
separately from the main application. It was especially designed to meet the requirements of Atlas
and CMS users as well as to use it as a bulked Ganga monitoring tool.

Summary:

The hBrowse Framework is a new kind of generic open source monitoring application. It’s a html/javascript
client that can be combined with any kind of server as long as it can send json formatted data. Whole
application can be setup using just one settings file.
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By 2009 the Fermilab Mass Storage System had encountered several challenges:

1. The required amount of data stored and accessed in both tiers of the system (dCache and En-
store)had significantly increased.

2. The number of clients accessing Mass Storage System had also increased from tens to hundreds
of nodes and from hundreds to thousands of parallel requests.

To address these challenges Enstore and the SRM part of dCache were modified to scale for per-
formance, access rates, and capacity. This work increased the amount of simultaneously processed
requests in a single Enstore Library instance from about 1000 to 30000. The rates of incoming request
to Enstore increased from tens to hundreds per second.

Fermilab is invested in LTO4 tape technology and we have investigated both LTO5 and Oracle
T10000C to cope with the increasing needs in capacity. We have decided to adopt T10000C, mainly
due to its large capacity, which allows us to scale up the existing robotic storage space by a factor
6.

This paper describes the modifications and investigations that allowed us to meet these scalabil-
ity and performance challenges and provided some perspectives of Fermilab Mass Storage System.
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tion
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An overview of the current status of electromagnetic physics (EM) of the Geant4 toolkit is presented.
Recent improvements are focused on the performance of large scale production for LHC and on
the precision of simulation results over a wide energy range. Significant efforts have been made
to improve the accuracy and CPU speed for EM particle transport. New biasing options available
for Geant4 EM physics are presented. It is shown that the performance of the EM sub-package is
improved. We will report extensions of the testing suite for high statistics validation of EM physics.
It includes validation of multiple scattering, bremsstrahlung and other models. The precision of
simulation results on the shape of EM showers is discussed in detail. It includes the validation
of both high and low energy components of a shower. Cross checks between standard and low-
energy EM models have been performed using evaluated data libraries and reference benchmark
results.
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Recent PC servers are equipped with multi-core CPUs and it is desired to utilize the full processing
power of them for the data analysis in large scale HEP experiments. A software framework “basf2”
is being developed for the use in the Belle II experiment, an upgraded B-factory experiment at KEK,
and the parallel event processing is in its design. The framework accepts a set of plug-in functional
modules and executes them in the specified order.
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The parallel processing is implemented so that the execution of the partial portion of the module
chain can be parallelized, while keeping the other modules to be executed in a single path. This
implementation expands the capability of the parallel processing from the trivial event-by-event to
the pipeline processing of a module chain, keeping the single input and output stream. The execution
of one path is performed in a UNIX process forked from the main program of basf2.

The data passed between modules are a set of ROOT objects. In the parallel processing, whenever to
pass the set to other process, they are streamed once and placed on a ring buffer implemented using
UNIX IPC. The receiving process picks up the streamed packet from the ring buffer and restores
the objects. The mechanism can be easily extended for the connection between PC servers over a
network, which is used for the high level trigger application.

The details of the parallel processing implementation in the basf2 framework will be discussed at
the conference, which includes a report of the realistic performance of the processing in various
cases.

Summary:

The implementation of the parallel processing for the multi-core CPU in the Belle II software frame-
work (basf2) is presented. It features the partial parallel execution of the module chain plugged in the
framework, which enables the pipeline processing of modules in addition to the trivial event-by-event
parallel processing.
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Besides the big LHC experiments a number of mid-size experiments is coming online which need to
define new computing models to meet the demands on processing and storage requirements of those
experiments. We present the hybrid computing model of IceCube which leverages GRID models with
amore flexible direct user model as an example of a possible solution. In IceCube a central datacenter
at UW-Madison servers as Tier-0 with a single Tier-1 datacenter at DESY Zeuthen. We describe

the setup of the IceCube computing infrastructure and report on our experience in successfully
provisioning the IceCube computing needs.
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GPGPU computing offers extraordinary increases in pure processing power for parallelizable appli-
cations. In IceCube we use GPUs for ray-tracing of cherenkov photons in the antarctic ice as part of
detector simulation. We report on how we implemented the mixed simulation production chain to in-
clude the processing on the GPGPU cluster for the IceCube Monte-Carlo production. We also present
ideas to include GPGPU accelerated reconstructions into the IceCube data processing.

Poster Session / 158

Enstore with Chimera namespace provider

Authors: Alexander Moibenko'; Dmitry Litvintsev'; Gene Oleynikl; Michael Zalokar'

! Fermilab

Corresponding Author: litvinse@fnal.gov

Enstore is a mass storage system developed by Fermilab that provides distributed access and man-
agement of the data stored on tapes. It uses namespace service, pnfs, developed by DESY to provide
filesystem-like

view of the stored data. Pnfs is a legacy product and is being replaced by a new implementation,
called Chimera, which is also developed by DESY. Chimera namespace offers multiple advantages
over the pnfs in terms of performance and functionality. Enstore client component, encp, has been
modified to work with Chimera or any other namespace provider. We performed high load end-
to-end acceptance test of Enstore with chimera namespace. This paper describes modifications to
Enstore, test procedure and results of the acceptance testing.

Poster Session / 159

Building a local analysis center on OpenStack

Author: Martin Sevior'

! University of Melbourne (AU)

Corresponding Author: martines@unimelb.edu.au
The experimental high energy physics group at the University of Melbourne is a member of the AT-
LAS, Belle and Belle II collaborations. We maintain a local data centre which enables users to test
pre-production code and to do final stage data analysis. Recently the Australian National eResearch

Collaboration Tools and Resources (NeCTAR) organisation implemented a Research Cloud based on

OpenStack middlewear.
This presentation details the development of an OpenStack-based local data analysis centre compro-
mising hundreds of virtual machines with commensurate data storage.

Poster Session / 160

CMS Analysis Deconstructed

Author: Sudhir Malik'

! University of Nebraska-Lincoln
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Corresponding Author: sudhir.malik@cern.ch

The CMS Analysis Tools model has now been used robustly in a plethora of physics papers. This
model is examined to investigate successes and failures as seen by the analysts of recent papers.

Poster Session / 161

Maintaining and improving of the training program on the anal-
ysis software in CMS

Author: Sudhir Malik'

! University of Nebraska-Lincoln
Corresponding Author: sudhir.malik@cern.ch

Since 2009, the CMS experiment at LHC has provided an intensive training on the use of Physics
Analysis Tools (PAT), a collection of common analysis tools designed to share expertise and maximise
the productivity in the physics analysis. More than ten one-week courses preceded by prerequisite
studies have been organized and the feedback from the participants has been carefully analysed. This
note describes how the training team designs, maintains and improves the course contents based on
the feedback, the evolving analysis practices and the software development.

Software Engineering, Data Stores and Databases / 162

A CMake-based build and configuration framework

Author: Marco Clemencic’

Co-authors: Hubert Degaudenzi 2. Pere Mato Vila !

' CERN
2 Ecole Polytechnique Federale de Lausanne (CH)

Corresponding Author: marco.clemencic@cern.ch

The LHCb experiment has been using the CMT build and configuration tool for its software since
the first versions, mainly because of its multi-platform build support and its powerful configuration
management functionality. Still, CMT has some limitations in terms of build performance and the
increased complexity added to the tool to cope with new use cases added latterly. Therefore, we
have been looking for a viable alternative to it and we have investigated the possibility of adopting
the CMake tool, which does a very good job for building and is getting very popular in the HEP
community. The result of this study is a CMake-based framework which provides most of the special
configuration features available natively only in CMT, with the advantages of better performances,
flexibility and portability.

Software Engineering, Data Stores and Databases / 163

CMS experience with online and offline Databases

Author: Andreas Pfeiffer!
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The CMS experiment is made of many detectors which in total sum up to more than 75 million chan-
nels. The online database stores the configuration data used to configure the various parts of the
detector and bring it in all possible running states. The database also stores the conditions data, de-
tector monitoring parameters of all channels (temperatures, voltages), detector quality information,
beam conditions, etc. These quantities are used by the experts to monitor the detector performance
in detail, as they occupy a very large space in the online database they cannot be used as-is for of-
fline data reconstruction. For this, a “condensed” set of the full information, the “conditions data”,
is created and copied to a separate database used in the offline reconstruction.

The offline conditions database contains the alignment and calibrations data for the various detec-
tors. Conditions data sets are accessed by a tag and an interval of validity through the offline recon-
struction program CMSSW, written in C++. Performant access to the conditions data as C++ objects
is a key requirement for the reconstruction and data analysis. About 200 types of calibration and
alignment exist for the various CMS sub-detectors. Only those data which are crucial for reconstruc-
tion are inserted into the offline conditions DB. This guarantees a fast access to conditions during
reconstruction and a small size of the conditions DB.

Calibration and alignment data are fundamental to maintain the design performance of the exper-
iment. Very fast workflows have been put in place to compute and validate the alignment and
calibration sets and insert them in the conditions database before the reconstruction process starts.
Some of these sets are produced analyzing and summarizing the parameters stored in the online
database. Others are computed using event data through a special express workflow. A dedicated
monitoring system has been put up to monitor these time-critical processes.

The talk describes the experience with the CMS online and offline databases during the 2010 and
2011 data taking periods, showing some of the issues found and lessons learned.

Distributed Processing and Analysis on Grids and Clouds / 164

The Integration of CloudStack and OpenNebula with DIRAC

Authors: Ricardo Graciani Diaz'; Victor Manuel Fernandez Albor?; Victor Mendez Munoz®

Co-authors: Adrian Casajus Ramo 1. Gonzalo Merino Arevalo *; Juan Jose Saborido Silva

! University of Barcelona (ES)
% Universidade de Santiago de Compostela (ES)
* Port d’Informacié Cientifica (PIC)

* Centro de Investigaciones Energ. Medioambientales y Tecn. - (ES

Corresponding Authors: victormanuel.fernandez@usc.es, vmendez@pic.es

The increasing availability of cloud resources is making the
scientific community to consider a choice between Grid and Cloud.
The DIRAC framework for distributed computing is an easy way
to obtain resources from both systems.

In this paper we explain the integration of DIRAC with a two
Open-source Cloud Managers, OpenNebula and CloudStack.
They are computing tools to manage the complexity and
heterogeneity of distributed data center infrastructures

which allow to create virtual clusters on demand including
public, private and hybrid clouds.

This approach requires to develop an extension to the

previous DIRAC Virtual Manager Server, developed for

Amazon EC2, allowing the connection with the cloud
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managers.

In the OpenNebula case, the development has been based
on the CERN Virtual Machine image with appropriate
contextualization, while in the case of CloudStack, the
infrastructure has been kept more general allowing other
Virtual Machine sources and operating systems.

In both cases, CernVM File System has been used to
facilitate software distribution to the computing nodes.
With the resulting infrastructure, users are allowed to use
cloud resources transparently through a friendly interface like
DIRAC Web Portal.

The main purpose of this integration is a system that can
manage cloud and grid resources at the same time. Users
from different communities do not need to care about the
installation of the standard software that is available

at the nodes, nor the operating system of the host machine
which is transparent to the user. In this paper we analyse
the overhead of the virtual layer, with some tests comparing
the proposed approach with the existing Grid solution.

Poster Session / 165

MCPLOTS - a new tool for tuning and validation of Monte Carlo
generators

Authors: Anton Karneyeul; Anton Pytel2 ; Dmitri Konstantinov®; Liza Mijovic4; Michelangelo Mangano5 ; Peter
Skands’; Stefan Prestel™°"; Witold Pokorski®

! Russian Academy of Sciences (RU)

? Slovak Technical University

* Institute for High Energy Physics (RU)
* Deutsches Elektronen-Synchrotron (DE)
° CERN

Corresponding Author: witold.pokorski@cern.ch

In this paper we present a new tool for tuning and validation of Monte Carlo (MC) generators,
essential in order to have predictive power in the area of high-energy physics (HEP) experiments.
With the first year of LHC data being now analyzed, the need for reliable MC generators is very
clear. The tool, called MCPLOTS, is composed of a browsable repository of plots comparing HEP
event generators to a wide variety of available experimental data, an underlying database, as well as
a machinery for performing new analysis and validation and for producing new plots.

The browsable repository is the user entry point to the tool. It contains menus organized according
to specific process types and observables. The plots show a comparison of different generators/tunes
and experimental data. In a separate section, different versions of the same generator are compared
to each other, to track the evolution of the implemented models. Future plans include an interactive
service, where users can define and produce their comparisons and upload their own data plots for
validation.

The underlying database uses MySQL technology and it holds histograms with the associated meta-
data (beam type and energy, generator version, tune, etc). A PHP-based interface is used for the
communication between the web page and the database. The use of a database allows for making
specific queries to extract histograms for different ways of presentation (observables view, valida-
tion view). Links to the MC steering files and references to experimental data are also stored in the
database which allows full reproducibility of results.
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The machinery used to produce these plots is under continuous development and is touching dif-
ferent areas of computing, such as GRID, CLOUD or voluntary computing. The main MC analysis
tool is Rivet. It allows to process the MC output in a way that the direct comparison to experimen-
tal published data is possible. Reliable comparisons sometimes mandate very large statistics of MC
data. For this purpose interfaces to different generalized production farms have been implemented.
In particular, the use of the CERN batch system and voluntary computing (LHC@home 2.0/BOINC
project), have been envisaged.

After a year of being publicly available, the MCPLOTS tool has gained a lot of interest and positive
feedback. It is constantly being developed and improved and its role for the LHC experiments is
growing. The browsable repository can be accessed through http://mcplots.cern.ch.

Poster Session / 166

Native ROOT graphics support on Apple devices (OSX and iOS)

Author: Timur Pocheptsov'

! Joint Inst. for Nuclear Research (RU)
Corresponding Author: timur.pocheptsov@cern.ch

ROOT’s graphics works mainly via the TVirtualX class (this includes both GUI and non-GUI graph-
ics). Currently, TVirtualX has two native implementations based on the X11 and Win32 low-level
APIs. To make the X11 version work on

OS X we have to install the X11 server (an additional application), but unfortunately, there is no X11
for i0S and so no graphics for mobile devices from Apple - iPhone, iPad, iPod touch.

Apple provides developers with a very rich set of APIs and

frameworks, and in the area of GUI and 2D graphics these APIs are superior to the X11 API (e.g. we
can easily add transparency, anti-aliasing, complex polygons and paths, blending, etc. etc.).

Using these APIs (mainly Quartz 2D) we have a new implementation of TVirtualX, which works
both on OSX and iOS. The window management part for OSX is implemented using the Cocoa APL
However, iOS has a completely different GUI model, which does not fit ROOT’s GUI classes. In this
case we provide our users with several classes, in (Objective-)C++, that allow the development of
ROOT-based graphical applications for iOS.

Concerning 3D graphics, iOS does only support OpenGLES. OpenGLES is a sibling of OpenGL for
mobile devices and browsers. We are porting the ROOT OpenGL based 3D graphics code to Open-
GLES to bring ROOT’s

3D graphics (event display, different math plots, etc.) to iOS.

Poster Session / 167

XRootD client improvements

Author: Lukasz Janyst!

' CERN
Corresponding Author: lukasz janyst@cern.ch
The XRootD server framework is becoming increasingly popular in the HEP community and beyond

due to its simplicity, scalability and capability to construct distributed storage federations. With the
growing adoption and new use cases emerging, it has become clear that the XRootD client code
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has reached a stage, where a significant refactoring of the code base is necessary to remove, by
now, unneeded functionality and further enhance scalability and maintainability. Areas of particular
interest are consistent cache management and full support for multi-threading.

The cache support in ROOT has during the last year been re-implemented and generalized to laverage
the application knowledge about future read locations lifting a consistent read-ahead strategy to the
ROOT layer and thus making it available for all ROOT-supported protocols. This change allows to
disable the XRootD-specific cache and read-ahead when XRootD is used from ROOT. Unfortunately,
the current XRootD client design does not easily support this change, as the current cache is tightly
coupled to the handling of asynchronous requests.

Also the current multi-threading support in the XRootD client is incomplete since file objects can-
not be safely shared between multiple execution threads. Further the choice to use one thread per
active socket limits scalability due to its resource consumption and makes it complex to synchronize
parallel operations without the significant risk of dead-locks.

This contribution describes the developments that have been started in the XRootD project to address
the above issues and presents some first scalability measurements obtained with the new client
design.

Computer Facilities, Production Grids and Networking / 168

A new data-centre for the LHCb experiment

Authors: Beat Jost'; Daniel Lacarrere'; Eric Thomas'; Laurent Royl; Loic Brarda!; Niko Neufeld!; Rolf Lind-

ner !

' CERN
Corresponding Author: niko.neufeld@cern.ch

The upgraded LHCb experiment, which is supposed to go into operation in 2018/19 will require a
massive increase in its compute facilities. A new 2 MW data-centre is planned at the LHCb site.
Apart from the obvious requirement of minimizing the cost, the data-centre has to tie in well with
the needs of online processing, while at the same time staying open for future and offline use. We
present our design and the evaluation process of various cooling and powering solutions as well as
our ideas for fabric monitoring and control.

Poster Session / 169

PEAC - A set of tools to quickly enable PROOF on a cluster

Authors: Gerardo GANIS'; Martin VALA?

' CERN
* Slovak Academy of Sciences, Slovakia

Corresponding Author: gerardo.ganis@cern.ch

With advent of the analysis phase of LHC data-processing, interest in PROOF technology
has considerably increased. While setting up a simple PROOF cluster for basic usage is
reasonably straightforward, exploiting the several new functionalities added in recent
times may be complicated.

PEAC, standing for PROOF Enabled Analysis Cluster, is a set of tools aiming to facilitate
the setup and management of a PROOF cluster. PEAC is based on the experience made by
setting up PROOF for the ALICE analysis facilities. PEAC allows to easily build and configure
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ROOT and the additional software needed on the cluster and features its own distribution
system based on xrootd and Proof on Demand (PoD). The latter is also used for resource
management (start, stop or daemons).

Finally, PEAC sets-up and configures dataset management (using the afdsmgrd daemon),

as well as cluster monitoring (machine status and PROOF query summaries) using MonAlisa.
In this respect, a Monalisa page has been dedicated to PEAC users, so that a cluster

managed by PEAC can be automatically monitored.

In this talk we present and describe the main components of PEAC and show details of
the existing facilities using it.

Software Engineering, Data Stores and Databases / 170

ROOT I/0 in Javascript - Reading ROOT files in a browser

Author: Bertrand Bellenot!

' CERN
Corresponding Author: bertrand.bellenot@cern.ch

A JavaScript version of the ROOT 1/O subsystem is being developed, in order to be able to browse
(inspect) ROOT files in a platform independent way. This allows the content of ROOT files to be
displayed in most web browsers, without having to install ROOT or any other software on the server
or on the client. This gives a direct access to ROOT files from new (e.g. portable) devices in a
light way. It will be possible to display simple graphical objects such as histograms and graphs
(TH1, TH2, TH3, TProfile, TGraph, ...). The rendering will first be done with an external JavaScript
graphic library, before investigating a way to produce graphics closer to what ROOT supports on
other platforms (X11, Windows).

Poster Session / 171

Precision analysis of Geant4 condensed transport effects in de-
tectors

Authors: Georg Weidenspointnerl; Maria Grazia Pia®

Co-authors: Gabriela Hoff 3; Matej Batic 4. Stefanie Granato
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Corresponding Authors: gabriela.hoff@cern.ch, maria.grazia.pia@cern.ch

Physics models and algorithms operating in the condensed transport scheme - multiple scattering
and energy loss of charged particles - play a critical role in the simulation of energy deposition in
detectors.

Geant4 algorithms pertinent to this domain involve a number of parameters and physics modeling
approaches, which have evolved in the course of the years. Results in the literature document their
effects on physics observables in detectors, but comparisons with experiment for model validation
are relatively scarce, and a comprehensive overview of the problem domain is still missing, despite
its relevance to experimental applications.
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In-depth analysis of Geant4 models operating in the condensed transport scheme is reported. A
simultaneous validation is performed to evaluate the accuracy of backscattering and energy depo-
sition: accurate rendering of both observables through the same physics settings is a known issue
in Monte Carlo simulation, and a sensitive test of the robustness of the algorithms. The analysis
involves the contributions of Geant4 charged particle interaction models, energy loss and multiple
scattering algorithms: quantitative results highlighting the role of the various components are pre-
sented.

Poster Session / 172

A tool for Image Management in Cloud Computing

Author: giulan huang'

Co-authors: shali !; wenxiao kan !

! Institute of High Energy Physics, Beijing
Corresponding Author: huangql@ihep.ac.cn

Entering information industry, the most new technologies talked about are virtualization and cloud
computing. Virtualization makes the heterogeneous resources transparent to users, and plays a huge
role in large-scale data center management solutions. Cloud computing emerges as a revolution in
computing science which bases on virtualization, demonstrating a gigantic advantage in resource
sharing, resource utilization, resource flexibility and resource scalability. And the new technology
comes with new problems in which IT infrastructure is deployed with virtual machines. Among
these is the problem of managing the virtual machine images that are indispensible to cloud envi-
ronment.

In order to deploying a large-scale cloud infrastructure within a tolerant time, how to distribute
image to hypervisor quickly and make its validity and integrity is the most important thing to be
considered. To address that, this paper proposes an image management system acting as image
repository as well as image distributor that provides users a friendly portal and also effective stan-
dard commands. The system interfaces implement the operations like register, upload, download,
unregister, delete and so on. Hence, some other features like access control rules for diverse users
to guarantee security in cloud computing. To optimize the performance, different storage systems
such as NFS, Lustre, AFS and gLusterFS are compared in detail as well as the image distribution
protocol like peer-to-peer(P2P), http and scp are analyzed, which demonstrates the proper storage
system and distribution protocol are essential to the performance of the system.

The workflow of the deployment of a cloud using virtual machine provisioning like Opennebula is
introduced and the comparison between diverse storage systems and transfer protocols is discussed.
The high performance and scalability of image distribution of the system in production are fully
proved and one virtual machine is deployed quickly within minute in average. Some useful tips for
image management are also proposed.

Summary:

This paper proposes an image management system acting as image repository as well as image distrib-
utor that provides users a friendly portal and also effective standard commands. The system interfaces
implement the operations like register, upload, download, unregister, delete and so on. Hence, some
other features like access control rules for diverse users to guarantee security in cloud computing.
Besides,the workflow of the deployment of a cloud using virtual machine provisioning like Openneb-
ula is introduced and the comparison between diverse storage systems and transfer protocols is dis-
cussed.The high performance and scalability of image distribution of the system in production are fully
proved. Some useful tips for image management are also proposed.

Poster Session / 173
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Evaluation of software based redundancy algorithms for the EOS
storage system at CERN

Authors: Andreas Peters!; Elvin Alin Sindrilaru’

' CERN
Corresponding Author: andreas.joachim.peters@cern.ch

EOS is a new disk based storage system used in production at CERN since autumn 2011. It is im-
plemented using the plug-in architecture of the XRootD software framework and allows remote file
access via XRootD protocol or POSIX-like file access via FUSE mounting. EOS was designed to ful-
fill specific requirements of disk storage scalability and IO scheduling performance fo