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• Energy of computation and its impact
• What kind of architecture?
• Some possible approaches

Outline
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Severe Weather
Hurricanes:

For 1925 - 1995 the US cost was $5 
billion/yr for a total of 244 
landfalls. But, hurricane Andrew 
alone  caused damage in excess of 
$27 billion. 

The US loss of life has gone down 
to <20/yr typically.  The Galveston 
“Great Hurricane” year 1900 
caused over 6,000 deaths.  

Since 1990 the number of landfalls 
each year is increasing.

Warnings and emergency 
response costs on average $800 
million/yr. Satellites, forecasting 
efforts and research cost $200 –
225 million/yr.

Katrina, August 28, 2005

Andrew:  ~$27B (1992)

Charley:  ~$  7B (2004)

Hugo:      ~$  4B (1989) ($6.2B 2004 dollars)

Frances: ~$  4B (2004)

Katrina: > $100B (2005)
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Tornados
http://en.wikipedia.org/wiki/Tornado
Anadarko, Oklahomahttp://en.wikipedia.org/wiki/

File:Dimmit_Sequence.jpg

Courtesy Kelvin Droegemeier

www.drjudywood.com/.../spics/
tornado-760291.jpg 

http://g.imagehost.org/0819
/tornado-damage.jpg

http://www.crh.noaa.gov/mkx/
document/tor/images/tor060884/
damage-1.jpg

http://www.miapearlman.com/
images/tornado.jpg
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Wildfires http://topnews.in/law/files/
Russian-fires-control.jpg

http://msnbcmedia1.msn.com/j/
MSNBC/Components/Photo/_new/
100810-russianFire-vmed-218p.
grid-6x2.jpg

Russia Wildfires 2010

http://www.tolerance.ca/image/
photo_1281943312664-2-0_94181_G.jpgimg.ibtimes.com/www/data/images/full/2010/08/ 

http://legacy.signonsandiego.com/
news/fires/weekoffire/images/mainimage4.jpg

In a single week, San Diego County wildfires 
killed 16 people, destroyed nearly 2,500 homes 
and burned nearly 400,000 acres. Oct 2003

Russia may have lost 15,000 lives already, 
and $15 billion, or 1% of GDP, according to 
Bloomberg.
The smog in Moscow is a driving force 
behind the fires' deadly impact, with 7000 
being killed already in the city. Aug 10, 2010
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Floods
UK June – July  2007
13 deaths
more than 1 million affected
cost about £6 billion

April 30 – May 7, 2010 
TN, KY, MS
31 deaths. Nashville Mayor 
Karl Dean estimates the 
damage from weekend 
flooding could easily top 
$1 billion.

China,Bloomberg Aug 17,2010
1450 deaths through Aug 6
Aug 7 1254 killed in mudslide 
with 490 missing 
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Arctic Summer Ice Melting 
Accelerating

Ice Volume km3

Ice area millions km2, 
September minimum

Source: www.copenhagendiagnosis.org

IPCC = Intergovernmental Panel 
on Climate Change



CHEP 2012
May 20 – 25, 2012
Lennart Johnsson

CHEP 2012
May 20 – 25, 2012
Lennart Johnsson

Source: Iskhaq Iskandar, http://www.jsps.go.jp/j-sdialogue/2007c/data/52_dr_iskander_02.pdf

1/3rd due to 
melting glaciers

2/3rd due 
expansion from 
warming oceans

Source: 
Trenberth, NCAR 
2005 
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Source: http://alaskaconservationsolutions.com/acs/images/stories/docs/AkCS_current.ppt

Global Cataclysmic Concerns
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Ocean AcidificationOcean Acidification
 Animals with calcium carbonate shells -- corals, sea urchins, snails, 

mussels, clams, certain plankton, and others -- have trouble building 
skeletons and shells can even begin to dissolve. “Within decades these 
shell-dissolving conditions are projected to be reached and to persist 
throughout most of the year in the polar oceans.” (Monaco Declaration 2008)

 Pteropods (an important food 
source for salmon, cod, 
herring, and pollock) likely not 
able to survive at CO2 levels 
predicted for 2100 (600ppm,
pH 7.9) (Nature 9/05)

 Coral reefs at serious risk; 
doubling CO2, stop growing 
and begin dissolving (GRL 2009)

 Larger animals like squid may 
have trouble extracting oxygen

 Food chain disruptions
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Global Cataclysmic Concerns
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Atmospheric CO2 Levels for Last 800,000 Years 
and Several Projections for the 21st Century 

Source: U.S. Global Change Research Program Report (2009)

2100 No Emission Controls--MIT Study

2100 Shell Blueprints Scenario 

2100 Ramanathan and Xu and IEA Blue Scenario

2100 Post-Copenhagen Agreements-MIT Model

Graph from: www.globalchange.gov/publications/reports/scientific-assessments/
us-impacts/download-the-report

http://www.calit2.net/newsroom/presentations/lsmarr/2009/ppt/AALD_Infrastructure_071610.final.ppt

+ 4.8 C

+ 3.9 C

+ 2.0 C
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IEA Blue Map Requires Massive Decarbonising 
of the Electricity Sector

Fossil Fuels <1/3
All Coal CCS

Renewables ~50%

Fossil Fuels 70%
Renewables ~20% 

http://www.calit2.net/newsroom/presentations/lsmarr/2009/ppt/NCAR_072310.ppt

CCS = Carbon Capture and Storage
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ICT impact on CO2 emissions*

• It is estimated that the ICT industry alone produces CO2
emissions that is equivalent to the carbon output of the 
entire aviation industry. Direct emissions of Internet and ICT 
amounts to 2-3% of world emissions

• ICT emissions growth fastest of any sector in society; 
expected to double every 4 to 6 years with current 
approaches 

• One small computer server generates as much carbon 
dioxide as a SUV with a fuel efficiency of 15 miles per 
gallon 

*An Inefficient Tuth: http://www.globalactionplan.org.uk/event_detail.aspx?eid=2696e0e0-28fe-4121-bd36-3670c02eda49
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Evolution of Data Center Energy Costs (US)

Source: Tahir Cader, Energy Efficiency in HPC – An Industry Perspective, 
High Speed Computing,April 27 – 30, 2009



CHEP 2012
May 20 – 25, 2012
Lennart Johnsson

CHEP 2012
May 20 – 25, 2012
Lennart Johnsson

Worldwide Server Installed Base, New Server 
Spending, and Power and Cooling Expense

Power per rack 
has increased from 
a few kW to 30+ 
kW

Estimate for 2008 
purchase:    4 yr 
cooling cost ~1.5 
times cluster cost
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Traditional Data Center Energy Use

http://www.slideshare.net/fabioce/apc-il-moderno-data-center-4453903

Infrastructure

IT

45%
COOLING

45%
COOLING
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Power Usage Effectiveness (PUE)

Slide courtesy Michael K Patterson, Intel, 2nd European Workshop 
on HPC Centre Infrastructure, Dourdan, France, 2010-10-06--08
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Google ….

• EUS1 Energy consumption for type 1 unit substations 
feeding the cooling plant, lighting, and some network 
equipment 

• EUS2 Energy consumption for type 2 unit substations 
feeding servers, network, storage, and CRACs 

• ETX Medium and high voltage transformer losses 
• EHV High voltage cable losses 
• ELV Low voltage cable losses 
• ECRAC CRAC energy consumption 
• EUPS Energy loss at UPSes which feed servers, network, 

and storage equipment 
• ENet1 Network room energy fed from type 1 unit 

substitution 

Google, Dalles, OR

Patent filed Dec 30, 2003

Q1 2011
Quarterly energy-weighted average PUE: 1.13
TTM energy-weighted avg. PUE: 1.16
Individual facility minimum quarterly PUE: 1.09, 

Data Center E 
Individual facility minimum TTM PUE*:  1.11, 

Data Center J 
Individual facility maximum quarterly PUE: 1.22, 

Data Center C 
Individual facility maximum TTM PUE*: 1.21, 

Data Center C

* Only facilities with at least twelve months of 
operation are eligible for Individual Facility 
Trailing Twelve Month (TTM) PUE reporting

http://www.google.com/corporate/datacenter/efficiency-measurements.html

EUS1+EUS2+ETX+EHV

EUS2+ENet1-ECRAC–EUPS-ELV
PUE = 
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Google and Clean Energy
• The Hamina data center in Finland 

(previously the Summa paper mill)
– Cooling water from Gulf of Finland

(no chillers)
– Four new wind turbines built

• Belgian data center designed without 
chillers. If the air at the Saint-Ghislain, 
Belgium, data 
center gets too hot, 
Google shifts the 
data center's 
compute loads to 
other facilities.

Telia-Sonera cable

Summa paper mill

Gulf of Finland

Saint-Ghislain
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Facebook –Prineville Data Center

Facebook’s Prineville, OR, 147,000-square-foot
custom data center, with an estimated to cost 
$188.2 million was brought into operation the 
summer of 2011. The site was chosen because 
of it's very dry and relatively cool climate.  For 
60 – 70% of the time cooling will be achieved 
by using cold air from outside. Excess heat 
from servers will be used to warm office space 
in the facility. PUE 1.07 – 1.08
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Joint Nordic Proof of Concept 
Research Computing Center 
(Denmark, Norway, Sweden)

• Located at the Thor Data
Center, Reykjavik

• Iceland Electric Energy 
70% Hydro, 30% Geo
Carbon Free, Sustainable

• Free Cooling – PUE in the 1.1 – 1.2 range; 1.07 for containerized equip.
All time high temperature in Reykjavik: 24.8 C, Annual average ~5 C.
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Data Center Power Efficiencies

Source: Richard Kaufmann, HP,  SC09

Top500 dominated by blades
www.hp.com

www.ibm.com

www.supermicro.com

www.dell.comwww.bull.com

Source: Tahir Cader, HP,  High-Speed 
Computing, April 27 – 29, 2009
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Data Center Power Efficiency - UPS

M. Ton, B. Fortenbury. December 2005. High Performance Buildings: Data Centers, Uninterruptible Power Supplies 
(UPS).  LBNL. Ecos Consulting. EPRI Solutions. http://hightech.lbl.gov/documents/UPS/Final_UPS_Report.pdf
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Data Center Power Efficiency - PSU

Source: Tahir Cader, HP, Energy Efficiency in HPC –
An Industry Perspective, High Speed Computing, 2009-04-27 -- 30

Example1: HP Proliant Power Supplies

Example2: HP Blade Chassis Power 
Supplies 94.6% peak (see www.80plus.org) 
and 90.x% at 10% load 
http://h20000.www2.hp.com/bc/docs/support/
SupportManual/c00816246/c00816246.pdf

http://www.supermicro.com/products/power
supply/80PLUS/80PLUS_PWS-920P-1R.pdf

Supermicro 920W PS
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Facebook – Prineville Data Center

Source: Amir Micahel, Facebook,August 17, 2011, http://www.hotchips.org/archives/hc23

Google: UPS 
integrated with 
server PSU. UPS 
efficiency 99.9%

US Patent Office Application. 
June 1, 2007. Data Center 
Uninterruptible Power 
Distribution Architecture.  
http://appft1.uspto.gov/netacg
i/nph-
Parser?Sect1=PTO1&Sect2=
HITOFF&d=PG01&p=1&u=%
2Fnetahtml%2FPTO%2Fsrch
num.html&r=1&f=G&l=50&s1
=%2220080030078%22.PGN
R.&OS=DN/20080030078&R
S=DN/20080030078



CHEP 2012
May 20 – 25, 2012
Lennart Johnsson

CHEP 2012
May 20 – 25, 2012
Lennart Johnsson

• Modern data centers are designed and 
operated for a PUE typically in the range 
of 1.05 – 1.2

• Future significant improvement in energy 
efficiency must come from architectures 
requiring less energy and applications that 
use them efficiently.

Data Center Energy Efficiency 

28
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Incredible Improvement 
in Integrated Circuit Energy Efficiency

Source: Lorie Wigle, Intel, http://piee.stanford.edu/cgi-bin/docs/behavior/becc/2008/presentations/
18-4C-01-Eco-Technology - Delivering Efficiency and Innovation.pdf
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Energy efficiency evolution

Source: Assessing in the Trends in the 
Electrical Efficiency of Computation over Time, 
J.G. Koomey, S. Berard, M. Sanchez, H. 
Wong, Intel, August 17, 2009,  
http://download.intel.com/pressroom/pdf/comp
utertrendsrelease.pdf

Energy efficiency 
doubling every 18.84 
months on average 
measured as 
computation/kWh
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Top500 system performance evolution

Performance doubling 
period on average:

No 1     – 13.64 
months

No 500 – 12.90 
months
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The Gap 
The energy efficiency improvement as determined by Koomey does 
not match the performance growth of HPC systems as measured 
by the Top500 list

The Gap indicates a growth rate in energy consumption for HPC 
systems of about 20%/yr.

EPA study projections: 14% - 17%/yr
Uptime Institute projections: 20%/yr
PDC experience: 20%/yr

Report to Congress on Server and Data Center Energy 
Efficiency”, Public Law 109-431, U.S Environmental 
Protection Agency, Energy Star Program, August 2, 2007,
http://www.energystar.gov/ia/partners/prod_development/dow
nloads/EPA_Datacenter_Report_Congress_Final1.pdf

“Findings on Data Center Energy Consumption Growth May 
Already Exceed EPA’s Prediction Through 2010!”, 
K. G. Brill, The Uptime Institute, 2008, 
http://uptimeinstitute.org/content/view/155/147
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CPUs got hotter

Intel Processor Clock Speed (MHz)), from 
http://smoothspan.files.wordpress.com/2007/09/clockspeeds.jpg 

http://www.tomshardware.com/reviews/
mother-cpu-charts-2005,1175.html

Heat density of Intel CPUs, Source Shekhar Borkar, Intel 
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Energy Consumption 
“We are on the Wrong side of a Square Law” Fred Pollack 1999

New goal for CPU design: “Double Valued Performance every 
18 months, at the same power level”, Fred Pollack 

Ed Grochowski, Murali Annavaram Energy per 
Instruction Trends in Intel® Microprocessors. 
http://support.intel.co.jp/pressroom/kits/core2d
uo/pdf/epi-trends-final2.pdf

Product
Normalized 
Performance

Normalized 
Power

EPI on 65 nm at 
1.33 volts (nJ)

i486 1.0 1.0 10

Pentium 2.0 2.7 14

Pentium Pro 3.6 9 24

Pentium 4 (Willamette) 6.0 23 38

Pentium 4 (Cedarmill) 7.9 38 48

Pentium M (Dothan) 5.4 7 15

Core Duo (Yonah) 7.7 8 11

Pollack, F (1999). New Microarchitecture Challenges in the Coming Generations of CMOS Process Technologies. Paper presented 
at the Proceedings of the 32nd Annual IEEE/ACM International Symposium on Microarchitecture, Haifa, Israel.
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The Square Law ….
For CMOS the relationship between power (P), voltage (V) 
and frequency (f) is 
P = c1V2f +c2V+c3+O(V4) Furthermore, f ~ C(V-V0)

Dynamic Fans
Leakage+
Board

Linpack: 15f(V-0.2)2+45V+19
STREAM: 5f(V-0.2)2+50V+19

Source: Supermicro
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The Square Law
• Execution Time T=α(1/f) + β

Putting it together:
Compute bound (yellow) – at low frequency the 
CPU leakage power and board combined with longer 
execution time increases the energy consumption; at 
high frequency dynamic and fan power increases 
rapidly

Putting it together:
Bus bound (black)

– minimize CPU power: 
lowest frequency

Source: Supermicro
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Power – Frequency Dependence

80 cores, 1TF @ 62W, 2TF @ 190W

Source: Intel

S. Vangal, J. Howard, G. Ruhl, S.Dighe, H. Wilson, J. Tschanz, D. Finan, P. Iyer, A. Singh, T. Jacob, S. Jain, S. 
Venkataraman, Y. Hoskote, N. Borkar. February 11-15, 2007. An 80-tile 1.28 Tflops Network-on-Chip in 65 nm 
CMOS. Pp. 98 – 99. IEEE Solid-States Circuits Conference, San Francisco. 
http://ieeexplore.ieee.org/xpl/freeabs all.jsp?arnumber=4242283

Intel Polaris Chip
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• Scicortex, MIPS 800 MHz
• Blue Gene/L (750 MHz), P (800 MHz) and Q (1.6 GHz)
• DSPs  ~1 GHz (Ex. TI TMS320C6678)
• ARM < 1GHs – 2 GHz (Server Ex. Calxeda – HP Moonshot)
• Mobile low to high hundreds MHz 
• Greenflash

Some Low Frequency designs

38
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Green Flash Strawman System Design
Three different approaches examined (in 2008 technology)
Computation .015oX.02oX100L: 10 PFlops sustained, ~200 PFlops peak
• AMD Opteron: Commodity approach, lower efficiency for scientific 

applications offset by cost efficiencies of mass market
• BlueGene: Generic embedded processor core and customize system-

on-chip (SoC) to improve power efficiency for scientific applications
• Tensilica XTensa:  Customized embedded CPU w/SoC provides 

further power efficiency benefits but maintains programmability
Processor Clock Peak/

Core
(Gflops)

Cores/
Socket

Sockets Cores Power Cost
2008

AMD Opteron 2.8GHz 5.6 2 890K 1.7M 179 MW $1B+

IBM BG/P 850MHz 3.4 4 740K 3.0M 20 MW $1B+

Green Flash / 
Tensilica XTensa

650MHz 2.7 32 120K 4.0M 3 MW $75M

Slide courtesy Horst Simon, NERSC, http://www.cs.berkeley.edu/~demmel/cs267_Spr09/Lectures/SimonPrinceton0409.ppt
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DARPA Exascale study
• Last 30 years: 

– “Gigascale” computing first in a single vector processor
– “Terascale” computing first via several thousand microprocessors
– “Petascale” computing first via several hundred thousand cores

• Commercial technology: to date
– Always shrunk prior “XXX” scale to smaller form factor
– Shrink, with speedup, enabled next “XXX” scale

• Space/Embedded computing has lagged far behind
– Environment forced implementation constraints
– Power budget limited both clock rate & parallelism

• “Exascale” now on horizon
– But beginning to suffer similar constraints as space
– And technologies to tackle exa challenges very relevant

Especially Energy/Power
http://www.ll.mit.edu/HPEC/agendas/proc09/Day1/S1_0955_Kogge_presentation.ppt
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Power fundamentals – Exascale 

• Modern processors being 
designed today (for 2010) 
dissipate about 200 pJ/op total.

This is ~200W/TF 2010
• In 2018 we might be able to drop 

this to 10 pJ/op
~  10W/TF 2018

• This is then 16 MW for a 
sustained HPL Exaflops

• This does not include memory, 
interconnect, I/O, power delivery, 
cooling or anything else

• Cannot afford separate DRAM in 
an Exa-ops machine!

• Propose a MIP machine with 
Aggressive voltage scaling on 
8nm

• Might get to 40 KW/PF –

60 MW for sustained Exa-ops

Source: William J Camp, Intel, http://www.lanl.gov/orgs/hpc/salishan/pdfs/Salishan%20slides/Camp2.pdf

Processor Memory
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Power fundamentals - Exascale

• For short distances: still Cu
• Off Board: Si photonics
• Need ~ 0.1 B/Flop Interconnect
• Assume (a miracle) 

5 mW/Gbit/sec
~ 50 MW for the interconnect!

• Optics is the only choice:
• 10-20 PetaBytes/sec
• ~ a few MW (a swag)

Interconnect I/O

Still 30% of the total power budget in 2018!
Total power requirement in 2018: 120—200 MW!

Power and Cooling

Source: William J Camp, Intel, http://www.lanl.gov/orgs/hpc/salishan/pdfs/Salishan%20slides/Camp2.pdf
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What type of Architecture?

Exascale Computing Technology Challenges, John Shalf
National Energy Research Supercomputing Center, Lawrence Berkeley National Laboratory
ScicomP / SP-XXL 16, San Francisco, May 12, 2010
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What type of Architecture?
Instruction Set Architecture

Exascale Computing Technology Challenges, John Shalf, National Energy Research Supercomputing 
Center, Lawrence Berkeley National Laboratory ScicomP / SP-XXL 16, San Francisco, May 12, 2010
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What type of Architecture?

Exascale Computing Technology Challenges, John Shalf
National Energy Research Supercomputing Center, Lawrence Berkeley National Laboratory
ScicomP / SP-XXL 16, San Francisco, May 12, 2010
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What kind of architecture (core)

http://www.csm.ornl.gov/workshops/SOS11/presentations/j_shalf.pdf

• Cubic power 
improvement with 
lower clock rate due 
to V2F

• Slower clock rates 
enable use of simpler 
cores

• Simpler cores use 
less area (lower 
leakage) and reduce 
cost

• Tailor design to 
application to reduce 
waste
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What kind of architecture - accelerators

200+GF

25W board

96

Clearspeed PCI-X board

Clearspeed 1U 0.97TF 

CBE

CBE Blade

nVidia 
GF8800GTX

nVidia 
Tesla S870 
1U 1.3 TF

http://gamma.cs.unc.edu/SC2007/Sarkar-SC07-Multicore-Workshop.pdf

96 GF512 GF

GF100
1030 GF

225W
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What type of architecture?

For CMOS the relationship between power, voltage and 
frequency is
P = c1V2f +c2V+c3+O(V4)

80 cores, 1TF @ 62W, 2TF @ 190W

Source: Intel

S. Vangal, J. Howard, G. Ruhl, S.Dighe, H. Wilson, J. Tschanz, D. Finan, P. Iyer, A. Singh, T. Jacob, S. Jain, S. 
Venkataraman, Y. Hoskote, N. Borkar. February 11-15, 2007. An 80-tile 1.28 Tflops Network-on-Chip in 65 nm 
CMOS. Pp. 98 – 99. IEEE Solid-States Circuits Conference, San Francisco. 
http://ieeexplore.ieee.org/xpl/freeabs all.jsp?arnumber=4242283
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GPUs – AMD 5870 (2010)
• 1600 PEs
• 20 SIMD Engines (SE)
• 2.72 TF SP, 0.544 TF DP
• Memory BW 147GB/s
• 8kB L1 and 32kB data 

share for each SE
• 64kB Global data share
• Four 128 kB L2 caches
• Up to 272 billion 32-bit 

fetches/second
• Up to 1 TB/sec L1 texture 

fetch bandwidth
• Up to 435 GB/sec 

between L1 & L2
• 225W
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Green500 Rank 
June 2011 MFLOPS/W Site* Computer*

Total Power 
(kW)

1 2097.2 IBM Thomas J. Watson Research Center NNSA/SC Blue Gene/Q Prototype 2 40.95

2 1684.2 IBM Thomas J. Watson Research Center NNSA/SC Blue Gene/Q Prototype 1 38.8

3 1375.9 Nagasaki University
DEGIMA Cluster, Intel i5, ATI Radeon GPU, Infiniband 

QDR 34.24

4 958.35 GSIC Center, Tokyo Institute of Technology
HP ProLiant SL390s G7 Xeon 6C X5670, Nvidia GPU, 

Linux/Windows 1243.8

5 891.88 CINECA / SCS - SuperComputing Solution iDataPlex DX360M3, Xeon 2.4, nVidia GPU, Infiniband 160

6 824.56
RIKEN Advanced Institute for Computational Science 

(AICS) K computer, SPARC64 VIIIfx 2.0GHz, Tofu interconnect 9898.6

7 773.38 Forschungszentrum Juelich (FZJ)
QPACE SFB TR Cluster, PowerXCell 8i, 3.2 GHz, 3D-

Torus 57.54

8 773.38 Universitaet Regensburg
QPACE SFB TR Cluster, PowerXCell 8i, 3.2 GHz, 3D-

Torus 57.54

9 773.38 Universitaet Wuppertal
QPACE SFB TR Cluster, PowerXCell 8i, 3.2 GHz, 3D-

Torus 57.54

10 718.13 Universitaet Frankfurt
Supermicro Cluster, QC Opteron 2.1 GHz, ATI Radeon 

GPU, Infiniband 416.78

11 677.12 Georgia Institute of Technology
HP ProLiant SL390s G7 Xeon 6C X5660 2.8Ghz, nVidia 

Fermi, Infiniband QDR 94.4

12 650.3 National Institute for Environmental Studies
Asterism ID318, Intel Xeon E5530, NVIDIA C2050, 

Infiniband 115.87

13 635.15 National Supercomputing Center in Tianjin
NUDT TH MPP, X5670 2.93Ghz 6C, NVIDIA GPU, FT-

1000 8C 4040

14 565.97 Yukawa Institute for Theoretical Physics (YITP)
Hitachi SR16000 Model XM1/108, Power7 3.3Ghz, 

Infiniband 129.6

15 555.5 CSIRO
Supermicro Xeon Cluster, E5462 2.8 Ghz, Nvidia Tesla 

s2050 GPU, Infiniband 94.6

16 492.64 National Supercomputing Centre in Shenzhen (NSCS)
Dawning TC3600 Blade, Intel X5650, NVidia Tesla 

C2050 GPU 2580

17 483.66 IBM Thomas J. Watson Research Center Power 750, Power7 3.86 GHz, 10GigE 120.56

18 467.73
CeSViMa - Centro de SupercomputaciÃ³n y 

VisualizaciÃ³n de Madrid
BladeCenter PS702 Express, Power7 3.3GHz, 

Infiniband 154



CHEP 2012
May 20 – 25, 2012
Lennart Johnsson

CHEP 2012
May 20 – 25, 2012
Lennart Johnsson

Apple A4, 45 nm, 51.8 mm2

Cortex A8 dual core

ARM
Texas Instruments 

OMAP4430/OMAP4440

http://www.eetimes.com/electronics-news/4200451/Apple-s-A4-dissected-discussed--and-tantalizing
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January 06, 2011 
NVIDIA ARMs Itself for Heterogeneous Computing 
Future 

….. On Wednesday, the GPU-maker -- and soon to be 
CPU-maker -- revealed its plans to build heterogeneous 
processors, which will encompass high performance 
ARM CPU cores alongside GPU cores. The strategy 
parallel's AMD's Fusion architectural approach that 
marries x86 CPUs with ATI GPUs on-chip.
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Digital Signal Processors and HPC?

• Industry-best floating point performance
– 16 Gflops/W

• Standard programming model
– supports MPI and OpenMP

• Wide range of applications
– from embedded systems to server blades

• Full ecosystem support 
– Off the shelf PCIe and ATCA cards
– O/S and application software

Supported by a full set of development tools 
and Code Composer Studio IDE

Texas Instruments 8-core DSP TMS320C6678 
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Nominal Energy Efficiency of 
Mobile CPUs, x86 CPUs and GPUs

ARM Cortex-9 ATOM AMD 12-core Intel 6-core ATI 9370

Cores W GF/W Cores W GF/W Cores W GF/W Cores W GF/W Cores W GF/W

4 ~2 ~0.5 2 2+ ~0.5 12 115 ~0.9 6 130 ~0.6 1600 225 ~2.3

nVidia Fermi TMS320C6678 IBM BQC ClearSpeed CX700

Cores W GF/W Cores W GF/W Cores W GF/W Cores W GF/W

512 225 ~2.2 8 4 ~ 15 16 55 3.7 192 10 ~10

Very approximate estimates!!

KTH/SNIC/PRACE Prototype II



CHEP 2012
May 20 – 25, 2012
Lennart Johnsson

CHEP 2012
May 20 – 25, 2012
Lennart Johnsson

A DSP Example (2011):
A Voice and Video Processing Board

• 1.2 TF Peak Double Precision (DP)
(3.2 TF Peak Single Precision (SP))

• 20 GB memory 
• 256 GB/s memory bandwidth 
• 240W  
• 2 nano Joules/DFLOP (5 GF/W, DP)
• 100 Gbps interconnect total bandwidth
• Dual 10Gbps Ethernet uplink
• 20 devices, 8 cores each
• 50 Gbps links pairing devices

56

Source: Pekka Varis, TI
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Texas Instruments TMS320C6678

57

Image © Texas Instruments

8 C66x Cores:
4+4 wide VLIW, in-order, A/B-side
4 DP-add, 2 DP-mul, 2 load/store
32+32 registers, 32-bit wide

Memory System:
32 kB L1 data and program SRAM
512 kB L2 unified SRAM
4 MB shared L3 SRAM - MCSM
8 GB DDR3-1600 (1333), 64 bit wide

Communication:
2 gigabit Ethernet ports
1 serial rapid IO - 4x5 Gbps 
1 HyperLink - 4x12.5(10) Gbps
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KTH/SNIC/PRACE DSP HPC node

Target:
~ 50 W
32 GB
2.5 GF/W Linpack

4-core

50 Gbps
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STREAM 6678 Bandwidth test 8 cores
GB/s

Data set size 
in Bytes

L1: 128 GB/s

125 GB/s

L2: 2x64 GB/s
48 GB/s

DDR 1333 MHz: 10.664 GB/s

8.9 GB/s

STREAM

L1:   98 % of peak

L2:    75 % of peak

DDR: 83 % of peak

Most recent DDR3 
result: 9.69 GB/s, 
90.9%
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STREAM 6678 Bandwidth test 8 cores
W/B/s

Data set size 
in Bytes

Energy measured 
for entire EVM with 
on-board emulator
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• Innermost loop – L1: >95%
• Current 8-core result: 49%, expected after further 

optimization >75% (comparable to Interlagos result 
reported by EPCC, but less than Westmere)

• Expected energy efficiency – comparable to Blue 
Gene/Q

Linpack

61
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16 SHAVEs
1 LEON
150 GFLOPS
350 mW
1Q 2013

Next: Mobile CPUs for HPC?
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SHAVE Performance
SHAVE 
Fragrak

BlueGene/Q NVIDIA Kepler

Clock Frequency 800 MHz 1600 MHz 1006 MHz
Cores/Threads 16 16 1536
FP Performance 51.2 GF/s 204.8 GF/s ~ 1000 GF/s
Power 0.35 W 55 W 195 W
Memory 512 MB 16 GB 2 GB
Memory Bandwidth 6.4 GB/s 42.7 GB/s 192.2 GB/s
Network Bandwidth 1 GB/s 22 GB/s 12.8 GB/s
Energy Efficiency 146 GFLOP/J 3.7 GFLOP/J 5.1 GFLOP/J
FLOP/Memory Cap 95 FLOP/B 12 FLOP/B 466 FLOP/B
FLOP/Memory BW 7.5 FLOP/B 2.5 FLOP/B 5.2 FLOP/B
FLOP/Network BW 48 FLOP/B 9.3 FLOP/B 78 FLOP/B 63
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Movidius 10 PFLOPS Strawman

32mm

25
mm

$200/board
615 DP GFLOPS @ 2.8W
(8* 4 * 16 * 800MHz)
8*128MB DDR3 @ 1.2 GHz
76.8GB/s Mem BW (8*9.6 )

compute card Node card
9840 TFLOPS
16x compute cards
45W

Cabinet
10 petaFLOPS
1024 Nodes
46kW
40 sq ft

10 PFLOPS in a single cabinet
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10 PFLOPS Comparison 

Name CPU GHz

Flops/
Clock/
Core

Pk Core 
GFLOP
S

Cores/
Socket

Watts/
Sckt

Sub-
domains
/Sckt

MBytes
/Socket

Mem 
BW 
GB/s

Pk 
Bytes/
FLOP

Netwk 
BW 
(GB/s
)

#  M 
Sockets

Tot. 
Power 
MW

Tot. 
Cost $M

Tot. 
petaFLOP
S $/socket $/GFLOP

AMD Opteron 2.8 2 5.6 2 95 22.4 112 6.4 0.57 0.57 0.89 179 1799.6 9.97 2022 180.54
IBM BG/P PPC440 0.7 4 2.8 2 15 11.2 56 5.5 0.98 0.98 1.78 27 2600.6 9.97 1461 260.89
Tensilica Custom 0.65 4 2.6 32 22 172.8 864 51.2 0.62 0.62 0.12 2.5 75 9.98 625 7.51
Movidius Fragrak 0.8 6 4.8 128 2.8 204.8 1024 76.8 0.13 0.4 0.016 0.0455 3.25 9.98 200 0.33

http://www.hpcuserforum.com/presentations/Germany/EnergyandComputing
_Stgt.pdf
http://www.lbl.gov/cs/html/greenflash.html
http://www.tensilica.com/uploads/pdf/ieee_computer_nov09.pdf

http://en.wikipedia.org/wiki/FLOPS
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How to make DRAM faster and 
more energy efficient?

Source: Tanay Karnik, Jerry Bautista, Intel, PRACE Workshop, March 2 – 4, 2009, Barcelona

Stacking of DRAM
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3D Memory Architecture

Source: Tanay Karnik, Jerry Bautista, Intel, PRACE Workshop, March 2 – 4, 2009, Barcelona
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Source: J. Thomas Pawlowski, Micron, HotChips23, August 17 – 19, 2011
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What type of Architecture? 

“A carefully designed ASIC can achieve an 
efficiency of 5 pJ/op in a 90-nm CMOS technology. 
In contrast, very efficient embedded processors and 
DSPs require about 250 pJ/op (50X more energy 
than an ASIC), and a popular laptop processor 
requires 20 nJ/op (4,000X more energy than an 
ASIC)”

Efficient Embedded Computing 
W. J. Dally, J. Balfour, D. Black-Shaffer, J. Chen, R. C. Harting, V.Parikh, J. Park, and D. Sheffield. 
2008. Vol41, no.7, pp 27 – 32. IEEE Computer. 
http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=4563875&tag=1

Energy Efficiency – Embedded Processors
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Energy Efficiency – Embedded Processors
“An embedded processor spends most of its energy on instruction and data 
supply. The processor consumes 70 percent of the energy supplying data (28 
percent) and instructions (42 percent). 
Performing arithmetic consumes only 
6 percent. Of this, the processor spends 
only 59 percent on useful arithmetic—
The operations the computation actually 
requires—with the balance spent on 
overhead, such as updating loop indices 
and calculating memory addresses.”

Efficient Embedded Computing 
W. J. Dally, J. Balfour, D. Black-Shaffer, J. Chen, R. C. Harting, V.Parikh, J. Park, and D. Sheffield. 
2008. Vol41, no.7, pp 27 – 32. IEEE Computer. 
http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=4563875&tag=1
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Power Management

“The Case for Energy-Proportional Computing”, Luiz André Barroso, Urs 
Hölzle, IEEE Computer, vol. 40 (2007).
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Power consumption - Load 

http://s3.amazonaws.com/ppt-download/greencomputing-2010-100202163517-phpapp02.pdf?Signature=G4jDh
BFrZAkUbcbWo%2BnmKJafD78%3D&Expires=1281855097&AWSAccessKeyId=AKIAJLJT267DEGKZDHEQ
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Intel Single-chip Cloud Computer (2010)

Source: Jim Held, Intel SCC Symposium February 12, 2010
http://techresearch.intel.com/newsdetail.aspx?Id=17#SCC
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AMD Llano P-States

Source Stephen Kosonocky  http://www.hotchips.org/hc23  2008-08-17 -- 19
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Intel Sandy Bridge CPU

Source: Efi Rotem, Alon Naveh, Doron Rajwan, Avinash Ananthakrishnan, Eli Weissmann
http://www.hotchips.org/hc23  2008-08-17 -- 19
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The Next (Final) Frontier?

Application Performance

Applications typically achieves ~1 - 10% 
of peak floating-point performance!!
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Thank You!


