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Track Statistics

• Merged track from previous CHEPs:
Grid and Cloud Middleware and Distributed Processing and Analysis

• 174 abstracts after merging and reassignments to/from other tracks

• 31 talks in 7 parallel sessions - 2 no-shows

• 143 posters accepted

• 27 papers already submitted to the journal

• ⇒ Largest Track - very difficult to make everybody happy

• Broad variety of Grid and Cloud related topics
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Track Topics

Topics of the different session:

• LHC experiment DDM and WM overviews

• Multi-Core and parallel scheduling

• Virtualization and Clouds

• Monitoring and Security

• Storage

• Grid middleware

• Dynamic data placement

• Experiment computing models
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Poster Sessions

Lively discussions during the Poster sessions
142 posters are close to impossible to mention during the summary,

apologies for being so brief about the posters
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LHC experiment status

• All experiments have built their customized workload management
systems for production and analysis and data management system on
top of the existing grid middleware
⇒ Very successful in delivering physics results

• But experiments are trying to streamline systems, remove
unneccessary components, ease operations with limited person-power,
find commonalities, scale to higher needs, adapt to new technologies
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Workload Management Systems

P. Saiz, ALICE
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Workload Management Systems

T. Maeno, ATLAS
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Workload Management Systems

S. Wakefield, CMS
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Data Management Systems

P. Charpentier, LHCb
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Data Management Systems

V. Garonne, ATLAS T.Maeno

Large amounts of data replicated - but sometimes never touched - ATLAS
pioneered popularity based automatic data replication with Panda/DQ2
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Data Management Systems

D.Giordano, CMS

Similar large amounts of data replicated - now also moving to popularity
system and replica deletion
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Experiments Statistics

P. Saiz

S. Wakefield

T. Maeno

Several 20k-100k concurrent running
production and analysis jobs for each
experiment
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Experiment grid improvements,
Commonalities

V.Garonne J.Porter, ALICE

ATLAS is building new DDM system - ALICE tries out bit-torrent based
SW distribution
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Experiment grid improvements,
Commonalities

M. Girone D. van der Ster

Study if ATLAS Panda is suitable for analysis in CMS - HammerCloud is
used among 3 experiments for grid site validation
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MultiCore and Job Scheduling

A. Washbrook, ATLAS J. Hernandez Calama, CMS

• Number of cores per node is increasing
• Physical memory per core is decreasing
• Different multi-core job scheduling options possible - full node

scheduling with slightly different resource usage
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MultiCore and Job Scheduling

A. Manafov, ALICE L. Granado Cardoso, LHCb

Alternative methods for parallel job scheduling on local cluster or online
system
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Cloud Computing in ATLAS

ATLAS with extensive Cloud R&D,
tested production on commercial
cloud

F. Barreiro Megino, ATLAS
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Further Cloud examples

V. Fernandez Albor, V. Mendez Munoz, LHCb
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Further Cloud examples

A. Harutyunyan T.Cass

CERNVM co-pilot on opportunistic resources - Virtualization offers
coherent environment
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Further Cloud examples

O. Oberist
D. Salomoni

• Setup local Virtualization or Cloud cluster with ROCED
• WNoDeS Mixed Mode lets a resource center to progressively

introduce virtualized services without disrupting existing setups and
maximizing resource utilization
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Computing at Belle II, SuperB

T. Kuhr, Belle II A.Fella, SuperB

New experiments adopting LHC grid software: DIRAC, AMGA,
HappyFace, CVMFS
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Software and Middleware

J.Templon A.Fella

Local and Remote HTTP data access
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Software and Middleware

Z.Molnar

Computing Models have evolved from hierarchical system to mesh - FTS3
will adapt to these changes
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Software and Middleware

D.Millar D.Ozerov

News in several areas from large scale storage system dCache - 3 tiered
system with SSD cache allow better performance
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Projects

B.Konyan R.Pordes

Both EMI and OSG are looking into the future, with EMI planning to
hand over software projects to software teams and OSG looking to

continue support and integrate more non-HEP users
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Conclusions

• Many thanks to the Organizers, Speakers and Poster Presenters for
their interesting contributions

• We think the sessions were a big success and well received

• In general the session were on time although we had lively discussions

• Proceedings:
• Due to the large number of possible proceeding contributions we are

asking all track participant to help
• Please volunteer to review 1-2 papers
• Don’t worry: we would not expect detailed technical comments about

the content

Thanks a lot for an interesting and fun time in NYC
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