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TRACK STATISTICS

Merged track from previous CHEPs:
Grid and Cloud Middleware and Distributed Processing and Analysis

174 abstracts after merging and reassignments to/from other tracks

31 talks in 7 parallel sessions - 2 no-shows

143 posters accepted

27 papers already submitted to the journal

= Largest Track - very difficult to make everybody happy

Broad variety of Grid and Cloud related topics
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TrRACK TOPICS

o
0

Topics of the different session:

LHC experiment DDM and WM overviews
Multi-Core and parallel scheduling
Virtualization and Clouds

Monitoring and Security

Storage

Grid middleware

Dynamic data placement

Experiment computing models
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POSTER SESSIONS

Lively discussions during the Poster sessions
142 posters are close to impossible to mention during the summary,
apologies for being so brief about the posters
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OUTLINE

® LHC EXPERIMENT OVERVIEW AND STATISTICS
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LHC EXPERIMENT STATUS

o All experiments have built their customized workload management
systems for production and analysis and data management system on
top of the existing grid middleware
= Very successful in delivering physics results

e But experiments are trying to streamline systems, remove

unneccessary components, ease operations with limited person-power,
find commonalities, scale to higher needs, adapt to new technologies
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WORKLOAD MANAGEMENT SYSTEMS
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WORKLOAD MANAGEMENT SYSTEMS
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WORKLOAD MANAGEMENT SYSTEMS

* Consolidate analysis and organized activity
- Same components but different instances
* Prevent interference
* Single entry point for requests.
- Permanently recorded - reproducible

(" Giobal - Requester can view status.

Workqueue
* Prioritization between requests.
I\ * Approval chain.

WMAgents abﬂuer E‘\pcks of Work

=

* Work distributed automatically & optimally to
resources.

* Reduced manpower needs.
» Adapt to new features / requirements:

- Pilot jobs.

- Multi-core processes.
» Some use cases require all events to be processed.
- Cope with intermittent problems.
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DATA MANAGEMENT SYSTEMS

LHCb Computing Model in a nutshell

> RAW files (36B) are transferred to TierO ’,
a Verify migration and checksum ey, -,
> Transfer to Tierls 2

o Each file replicated once (whole run at a single site)
> Reconstruction

a At CERN and Tierls (up to 300 HS06.hours)

» If needed Tier2s can also be used as "Tier1 co-processor”

Stripping

4 On Tierl where SDST is available
> MC simulation
o Complex workflow: simulation, digitization, reconstruction, trigger,

filtering
2 Running everywhere with low priority
x Tier2, Tierl, CERN and unpledged resources (some non-Grid)

> User analysis
2 Running at Tierls for data access, anywhere for MC sfudllles
> 6rid activities under control of LHCbDirac e,
2 LHCb extensions of the DIRAC framework (cf Poster o -
o Many presentations at CHEP (again this time, talks and posters) "“’f%/

e v P Charpentier, LHCh
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DATA MANAGEMENT SYSTEMS

DQ, Status
Frequency of Reuse for PD2P Data
Total Grid Space Usage
. Scale N PD2P Dataset Reuse (File Popularity)
i « 95 PB and 300 million
i 100

files managed
8 / ¢ 800 users
(startot cata taking ) /.

o 130 sites with 700

\ /\/ storage endpoints I i i .
. \_ A i ] &
—r

. Grid File Accesses
25/06/08 25/06/09 25/06/10 25/06/11 « 5M/day

&

» 45% of data were never reused while others
o Linear increase were well reuse

+ 12M read queries/day (factor 2/year) > Vc.wslgﬁ em*reresf is largely unpredictable and
* 0.6M write requests/day

- The request based model of PD2P suits user
behaviour 21

Large amounts of data replicated - but sometimes never touched - ATLAS
pioneered popularity based automatic data replication with Panda/DQ2

Central Services

7
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DATA MANAGEMENT SYSTEMS

CERN

CERNIT

Many data in many places ES Dataset time evolution Department

Department]

Allow to monitor the trend of usage of the same kind of data (same MC process,

Ofiicial datasets needed for analysis (real or he trenc © ‘ !
@ data, sim data) are distributed among the same data acquisition period) along the different processing campaigns

M5 PREDEX - Valume of Resident Data 50 CMS T2 sites

»  New reconstruction release, new detector conditions, new simulated
scenarios, et

»  ~145PB of data are resident @ T2
site

) 45 PB added justin the last year Users follow the processing campaigns
of LHC operation At some point becomes useful to remove old datasets

©  NB: copies of a datasets are stored
in different places

. Cumulaivs Tanser velume 30 b Spring 11 Summer | | Fall 11
e O(20PB) : volume of data transferred to E Tew-Refease
the CMS T2 sites in the last year g
» Transfers ~5x Resident E
© ’\
Need to know how we are using our data
T IR R e D T ».,,. o

»  Datausedreused funused by
physics groups in different sites

o T Depariment.
A2 Ganea 2 @‘
Sosetand
www.comanpe D-Giordano 4

Time evolution of W-jet datasets

Similar large amounts of data replicated - now also moving to popularity
system and replica deletion
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EXPERIMENTS STATISTICS

CERN|

ES ALICE Results

Department|

Analysis Jobs Concurrently Running
’1 1 ? 1 2

> Steady increase of analysis OCTIVITle

AN RERERNERE]

21May2012  Pablo Saiz

to be ported.
umpmsmgmp coduction in CMS”

Several 20k-100k concurrent running
production and analysis jobs for each
experiment
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EXPERIMENT GRID IMPROVEMENTS,

COMMONALITIES

The next DD M version: Rucio

Why a new major version ?
* New high-level use cases and workflows
* New technologies, paradigms and middleware
« Difficult to extend the existing system with new concepts
* Old design (2006) with some conceptual limitations and
heavy operational burden

High Level Roadmap
2011: Technical meetings with other LHC experiments,
user surveys, collection of use cases
= Conceptual model document
2012: Parallel and incremental development track,
incubator projects, preparatory steps
2013: Rucio in production

AliTorrent Software Deployment

ALICE -

Managed Central Software
— Additional AliEn torrent store
— Catalogue, seeder & tracker

MacOS  Ubuntu

Grid site SW deployment
— VO Box is not involved
— Jobs pull SW from:
« alitorrent.cern.ch seeder
+ local peers
« other sites as available
~ though typically behind a FW

ALICE Grid Site

Resolves: ;’0
— Bottleneck & single point failures oK

— Site level maintenance of shared area \
RoJffPorter oKL

ATLAS is building new DDM system - ALICE tries out bit-torrent based
SW distribution
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EXPERIMENT GRID IMPROVEMENTS,
COMMONALITIES

CERN|T
Department

ES Proof of Concept Diagram

- Feasibility Study proved that there are no show-
stoppers to design a common analysis framework

» Next step is a proof of concept

Grid resources

Server side

Client side

[
PanDA
Server

CERMIT eortment

www.cem.chyit Maria Girone, CERN

« HC was successful in stress testing, and is now
heavily used for functional testing
+ 8.3 million ATLAS jobs, 8 million CMS jobs in 2012
« ~130 ATLAS sites, ~80 CMS sites tested
« More that 2 billion metric records stored in 2012.

« LHCb still developing...
« Use-cases are expanding, so we are working on
scalability of the service.
« Improved service design/procedures
« Finding redundant tests should lead to improved
efficiency

Experience in Grid Sile Testing with

HammerCloud

Study if ATLAS Panda is suitable for analysis in CMS - HammerCloud is
used among 3 experiments for grid site validation
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OUTLINE

® MULTICORE AND JOB SCHEDULING
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MuLTICORE AND JOB SCHEDULING

%) Multi-core CPU, RAM, 1/0

d100.pic.es CPU last hour

= Example typical 8-core

reconstruction job “ . 1
= 7 outputs: AOD, RECO, DQM, ¢ &
4 alcareco’s "l 1240 200
L Buer G0 Duce U mspsten U @WNIT U
© Processing dispersion
= Small overhead (~1 min) 4100.pic. es Network Last hour
Merging output files -
© Merano oo ]

= Small overhead (~5 min)
@® Stageout output file (~2 min)

Bytes/sec

= Fast (few GB/min) amn mout
@ ~9 GB RAM used by the machine td100.pic.es

=

Memory last hour

a0

1200
sred ® acred
. apped

>
wory

a T _

e Number of cores per node is increasing
e Physical memory per core is decreasing
o Different multi-core job scheduling options possible - full node

scheduling with slightly different resource usage
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MuLTICORE AND JOB SCHEDULING

pod-remote Online Infrastructure
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Alternative methods for parallel job scheduling on local cluster or online
system
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OUTLINE

@ CLOUDS AND VIRTUALIZATION
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Croubp COMPUTING IN ATLAS

LAS Cloud Computing R&D

+ ATLAS Cloud Computing R&D is a young initiative
+ Active participation, almost 10 persons working part time on various topics

Goal: How we can integrate cloud resources with our current grid
resources?

* Dat: and
. PanDA queues in (he cloud
. non-trvial deployment but scalable
- Benefits ATLAS & sites, transparent {o users

Tierd analysis clusters: instant cloud sites
lowimedium complexity

. Personal analysis queue: one click, run my jobs
Tow complexity (almost transparent)

Data storage
- Short term data caching to accelerate above data processing use cases
- Transient data
Object storage and archival in the cloud
- Integrate with DDM

EFFICIENCY, ELASTICITY

+ Evaluate the different storage abstraction
\mplemenlahons that cloud platforms
provi Prot pramance n Amazon ECZ. e aniyss
Amazon EC2 provides at least three
storage options

- Simple Storage Service (S3)
Elastic Block Store (EBS)
Ephemeral store associated with a VM
Different cost-performance benefits for
each layout that need to be analyzed
Cloud storage performance on 3-node
PROOF farr

" E8S volume performs betie than
ephemeral dis
- But ephemeval disk comes free with EC2
instances
* Scaling of smra%e space and performance
with the size of the analysis farm

J. Elmsheuser (

100 nodes/200 CPUs at Cloud Sigma used for
production tasks

Smooth running with very few failures

Finished 6 x 1000-job MC tasks over ~2 weeks
We ran 1 identical task at CERN to get reference
numbers

— 7 —
T, G0 s | 5
oo Raing T

+ Wall clock performance cannot be compared
directly, since we don't have the same hardware on
both sites

CloudSigma has ~1.5Ghz of AMD Opteron 6174
per jobslot, CERN has a ~2.3GHz Xeon L5640

+ Best comparison would be CHF/event, which is
presently unknown

1nSPIRE

ATLAS with extensive Cloud R&D,

tested production on commercial
cloud

25/05/2012
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FURTHER CLOUD EXAMPLES

J. Elmsheuser (LMU Miinchen)

S DIRAC 0®@000
DIRAC Virtual Engine
Virtual Machine Job Running
DIRAC WMS \

4

Summary: Grids & Clouds
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FURTHER CLOUD EXAMPLES

g Scalability Summary

Gontrol Storage Manager; Exocution & The HEPiX Virtualisation Working Group has shown
v how trusted user generated images can be safely
mﬁ;t’ﬂmw”} oy instantiated at Grid sites

- compatible with site security policies and obligations, and
Bgent J - with a guaranteed environment for the experiments.

& Three options now for following this up

Job Manager.
Job M: . . N P
Agent - Integrate trusted virtual images into a traditional batch

environment

- Exploit the proposal to deliver a “Grid of Clouds” that
enables sites to easily and simply present to experiments a
seamless—but dynamically changing—set of resources that
the experiments can exploit to schedule work according to

physics priorities.

Companents scale

indpendertly Monflor

. ARCHITECTURE

CERNVM co-pilot on opportunistic resources - Virtualization offers
coherent environment
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FURTHER CLOUD EXAMPLES

Batch Resource extension in the Cloud
ROCED@KIT $§!I

® ROCED runs on the same machine as the local batch server.

® Local batch system communicates with its nodes and users via TCP.

® Commands to the OpenNebula host are sent via XMLRPC call.

® The Communication between the Cloud nodes, ROCED and the Cloud
Server are done via SSH.

® No modifications to the firewall (besides VPN tunnel) needed.

" zosnz Olver Obest

WNoDeS, Architectural Overview

It can be a local job, a Grid job,
2 VM instantiation request, a
request for a Cloud service. All

translated nto jobs”...

. that are handied by an
LRMS (2 batch system).
LRMS-based policies allow
flexible scheduling and
scalable access to
resources.

& . ... thatcan be based on a mix
of systems: some capable of
KVM-based virtualization, some
traditional, non-virtual resources.

Every physical system runs a
special process called "bait”. Its

Gynamically created local VMs.

e Setup local Virtualization or Cloud cluster with ROCED
e WNoDeS Mixed Mode lets a resource center to progressively
introduce virtualized services without disrupting existing setups and

maximizing resource utilization
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OUTLINE

® FUTURE EXPERIMENTS
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CoMPUTING AT BELLE II, SUPERB

; SuperB distributed resources
Estimated Data Rates Y
« The distributed computing infrastructure, as of May 2012, includes several h
EventSize [kB] |Rate[Hz]  |Rate [MB/s] sites n Europe and North America )
« EGI and OSG Grid flavours have been enabled ¢
High rate scenario for Belle Il DAQ: * The LHC Computing Grid architecture was adopted to provide the minimum /!
set of services and applications upon which the Super8 distributed model X
Belle Il 300 6,000 1,800 could be built. N
+ Computing resources needed in a typical year of SuperB data taking are of v
LCG TDR (2005): the same order as corresponding ATLAS and CMS estimation for 2011
&
ALICE (HI) 12,500 100 1,250 ” t
\J
AUCEGR 100 w0 100 1 )
| <
o0
) 570
LHCb 25] 2,000 50 . 1 170 WA

R :i>4””_ J\l ’

New experiments adopting LHC grid software: DIRAC, AMGA,
HappyFace, CVMFS
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OUTLINE

® FUTURE SOFTWARE
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SOFTWARE AND MIDDLEWARE

System Overview Results: CNAF storage source %4

C.
@
WebDAV protocol WebDAV Server Grid-specific protocol XA
‘i
Distributed System \
Grdspectic protoca &
WP protocot t
\
'
Number of parallel accesses
P : e
e o (TP proocol crid-spectc protoce
R st e e e | ; e | o
P uw | s
Nikhef 50 3578 6550
100 e | o

Physics Data
Processing G oup

[EP12, New York, May 24th, 2012 .
- D o i

Local and Remote HTTP data access
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SOFTWARE AND MIDDLEWARE

T1 is responsible ! h: di t i .
NOFTS2aT2S (o ococuiedTas sl FTS 3 scales in Tx-Ty and
mesh/cloud

cha;el ch:nel cha;:el ch;nel “ FTS 2'||ke COnﬂ'OI
s e in TO'T'
channgl | nnefhan ’t nel i 3 i

oo ¢l

chagnel

FTS 3 supports
HTTP, XROOT, MySQL

Computing Models have evolved from hierarchical system to mesh - FTS3
will adapt to these changes
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SOFTWARE AND MIDDLEWARE

dCacheorg & O Gri
News: d h NF = (887) Grid
ews: dCache & pNFS — G 5 Summary

* NFS v4.1 / pNFS has been supported since 2009. Storage systems based on traditional spinning disks

* Deployed in production (at DESY) for over a have a limited I/O performance.
year Adding SSDs, as an additional cache layer in currently
' deployed storage solutions (DPM, dCache..) can boost
« Fermilab's REX dept. evaluated dCache 1/0 performance significantly.
NFSv4.1 for their Infensity Frontier experiments: An analysis of CMS user activities has shown that only
10% of cache, results in 70% of random reads from
“Results look promising, throughput scales the cache.
well with number of pool nodes” A storage system with 3 Tiers is transparent for the
user and cost effective for sites.
« Supports:

 authn: frusted-host and Kerberos
« gl three GSS security modes. CHEP 2012 The ned of T s

News in several areas from large scale storage system dCache - 3 tiered
system with SSD cache allow better performance
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PROJECTS

EMI Releases ERE

Ruth Pordes OSG@CHEP, New York, 2012 -

Transition of some support fi

External Projects

4 Bestman support now under the OSG Software Area.

4 ESNET DOEGrid PKI infrastructure/Certificate Authority -> OSG

* Receiving additional support from ESNET to implement.

* Need to have no disruption in production service.

* Deploy OSG PKI infrastructure for User and Host/Service
certificates based on DigiCert commercial backend by Oct. 2012.

*US ATLAS and US CMS contributing to the 15t 2 year license to a
defined threshold. It is not yet known if this is sufficient.

* Feb. 2013 DOEGrids ceases to issue new certificates.

* Feb. 2014 DOEGrids ceases to publish CRL lists.

4 Understanding of support needed for Globus Toolkit
* GRAM, GridFTP

Both EMI and OSG are looking into the future, with EMI planning to
hand over software projects to software teams and OSG looking to
continue support and integrate more non-HEP users
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CONCLUSIONS

Many thanks to the Organizers, Speakers and Poster Presenters for
their interesting contributions

We think the sessions were a big success and well received

In general the session were on time although we had lively discussions

Proceedings:
e Due to the large number of possible proceeding contributions we are
asking all track participant to help
e Please volunteer to review 1-2 papers
e Don't worry: we would not expect detailed technical comments about
the content

Thanks a lot for an interesting and fun time in NYC
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