
The Experiment Dashboard  
A generic, scalable solution for monitoring of the LHC computing activities, 

distributed sites and services 

The Experiment Dashboard system provides common solutions for monitoring job processing, data transfers and site/service usability. Over the last 
seven years, it proved to play a crucial role in the monitoring of the LHC computing activities, distributed sites and services. It has been one of the 
key elements during the commissioning of the distributed computing systems of the LHC experiments. The first years of data taking represented a 
serious test for Experiment Dashboard in terms of functionality, scalability and performance. And given that the usage of the Experiment 
Dashboard applications has been steadily increasing over time, it can be asserted that all the objectives were fully accomplished.  
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Job Monitoring 

The Experiment Dashboard offers various applications for job monitoring, focused on the needs of the different user categories: end users, site administrators, 
experiments managers… Most of  these applications are generic, and are shared by several experiments. 
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Data Management Monitoring 
The following applications focus on the data management, and allow to follow up the transfers between the WLCG sites. Originally data transfer monitor was developed 
for ATLAS Distributed Data Management (DDM). The new WLCG Transfers  Dashboard to inherited most of the implementation of the ATLAS DDM Dashboard.  
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Sites and Services 
There are three applications to follow up the status of services and sites: the Services Usability Monitor (SUM) web portal, the Site Status Board (SSB), and the CMS 
Critical services. The first two are generic applications that have been deployed for the four LHC experiments, and they are heavily used during the operations.   
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Dissemination 
These two applications give a nice overview of the LHC computing activities on 
the GRID. The WLCG Experiment Dashboard Google Earth shows in real time the 
transfers and jobs of the four LHC experiments. Siteview shows status of a 
particular site and LHC computing activities performed at this site.  
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Framework 
There is an automatic build of all the dashboard modules. At the moment, there 
are more than a hundred different modules and nine thousand files. Most of the 
applications report to Google analytics, therefore providing statistics of their 
usage.   
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