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Workload management in the EMI project
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The EU-funded project EML now at its second year, aims at providing a unified, high quality middleware distri-
bution for e-Science communities. Several aspects about workload management over diverse distributed com-
puting environments are being challenged by the EMI roadmap: enabling seamless access to both HTC and
HPC computing services, implementing a commonly agreed framework for the execution of parallel compu-
tations and supporting interoperability models between Grids and Clouds. Besides, a rigourous requirements
collection process, involving the WLCG and various NGIs across Europe, assures that the EMI stack is always
committed to serving actual needs. With this background, the gLite Workload Management System (WMS),
the metascheduler service delivered by EMI, is augmenting its functionality and scheduling models according
to the aforementioned project roadmap and the numerous requirements collected over the first project year.
This paper is about present and future work of the WMS in EMI, reporting on design changes, implementation
choices and long-term vision.
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