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Outline

Experimental Context, Constraints

Hardware Choice

= Event-Builder Design
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* Data Generation (test-bench stimula

— Dirk Hoffmann

® First Results in standard Linux

= Consequences, Interpretation, Prosp




How the experiment may loo

= 100 Cherenkov Telescopes on each of 2 sites

“““Three to four different sizes




Schematic View

= 20 Gbps total

Groups of 7 pixe
front-end board

70 Mbps per bo:

Merged by
Camera switch
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DAQ Requirements

full data stream of 20 Gbps

€ eds reduction.

= Trigger selection (obviously done)

2012

= Compression on board (fit, parameters): ToT, amj
= Reconstruction in camera and second level filter

= Compression (lossless?) in Camera-Server
" O(n-100) datasources
= Reliable event-building
= Cohabitation with Slow Control Traffic poss

— Dirk Hoffmann, May 24",

= Optimised cost, industrialisation for the arre



Hardware choice

i'election of COTS hardware for cost ALA

% Generic test of state-of-the-art technologies

" Precision T7500 Server ®* Powerconnect 6248

2012

= 2xXeon X5650 = 48x 1Gbps (RJ4 5

2.7GHz, 6.4GT/s, = 4x 10Gbps (SFE i

12MB, 6 cores = 4x 1Gbps (SEP) f

[ " [otel X520 DA = stackable (max. ;
. ig%bcljieiu;l port SEP+ with backplane |

®| = GPU (PClex16) option = Jumbo frame su
12 cores @ 2.7GHz




Event Builder

“ollect event fragments:

= Typical event per board has 1kB size
Bundle them in front-end? May vary!

= UDP protocol chosen for transfer
= Jumbo frame support (MTU>1518)

= Build events
= 20 (later 24) Gbps input / 200Mbps output
® Minimize workload (cost and cohabitation
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Software design #1

ree-stage DAQ: receive, build, send

Front-end #N

o e
B,

- Fro nt-end #1 Front-end #2

N Packet \\\ﬁ—~a—4*_Aﬁ_ﬁ\\w/,g_;<‘ﬁ_4_4_;,//
= received
1
taskReceiveDaq

1
taskReceiveDaq / taskReceiveDaq (
\ Packets

O S N -

1.n 4% 1n % 1.n
taskBuildEventDaq taskBuildEventDaqg taskBuildEventDaq
\ % Events Yi

. .
- .
. .
. H
.
. .
.. .
*, .
.
.
.
.
.
. .
. .
. .
. H
o .
"
., =

/

2012

— Dirk Hoffmann, May 24

. — { |
= All threads bourid... . @

................ 4 L
to sdine processor taskComputeEventDag



Software design #2

= Two-stage DAQ: receive + build combined

nt-end #1 Front-end #2 Front-e

Packet
received

Packet
received

Task Task Task
ReceiveDaq ReceiveDaq ReceiveDaq
+ + +

BuildEvent BuildEvent BuildEvent
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Software design #2

o-stage DAQ rece

end #1

, May 24", 2012

— Dirk Hoffmann
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Data Generation, DAQ S[t]imul

AQ is prototype, electronics as well.

= Simulate camera on site at lowest cost
= Side-effect and real requirement!
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® Hence build a “camera simulator”
to stimulate the Event-Builder DAQ




Stimulator: optimum

b
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— Dirk Hoffmann, May 24",

= 6x1000baseT (via PCle each)
® Internal architecture is relevant.

= PCI 32/64 = 133/266 MBps
= PCle = 500 MBps (here: PCle v1.1 = 250 MB



Stimulator: reality (for now
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“borrowed” GRID PCs = 10x2x1000base

= 2x10Gbps

SFP+
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— Dirk Hoffmann, May 24", 2012

"= One PC simulates 30 fron
boards (UDP server).

= 15 UPD servers from eac
per SFP+ interface



19.2 Gbhps (2.4 GBps)
CPU load: 300%

6.5 Gbps (820 MBps)
CPU load: 300%

= All events assembled and checked (no 1/0)

"= No loss of packets
= Standard h/w

= Standard s/w (SL6 drivers, libraries)

19.2 Gbps (2.4 GBps)
CPU load: 160%

8 Gbps (1.0 GBps)
CPU load: 170%

, 2012
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Interpretation

M jumbo ™ CPUload M regular &} CPU load
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Interpretation
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" Where is the bottleneck?



Limitations and possible Solut

tandard libraries / drivers provide opti
performance (assuming optimal data for

= Moore's law helps to overcome wildest dre
(or bad design).

= But CPU / IC design hits the limit of powe
dissipation before the limit of 1 A or c.



“Free lunch i1s over.”

- OmPUtlng Power1 . | Dual-Core Itani;'jm 2
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A loong way to 10 Gbps

Courtesy L. Rizz

= 1980-2010:
= 4 Mbps (toke
= 10Gbps (25

= But software architectures are still the same.
® raw socket, BPF, libpcap , _
= mbuf/skbuf/NdisPacket encapsulation A
= one system call per packet, poor parallelism \

= Even with faster clock speeds, some things do not scale:
= memory and bus latency, system calls

Computing in High Energy Physics — Dirk Hoffmann, May 24", 2012



What next?
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Recent work on libraries to replace
- 30-year old Unix/Linux driver technology,

Usmg direct access to network components

(h/w — memory map)
(This is critical by default, due to
access of kernel memory!)

M jumbo M regular |

, May 24", 2012
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= Need work on both sides!
TX/RX

— Dirk Hoffmann

" Increased to 7.1 Gbps in
first tests on single link
with regular packets Z

®= More about this in Amsterdam 2013?
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Conclusion

. is relatively easy to build a 10Gbps data
“"“transfer and collection system (Event-Buil

= With COTS hardware % \7

\ V4
= (Combining multiple data sources

=  With reasonably low CPU load (2-3 cores)

= Using standard Linux drivers and libraries
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® Packaging data in maximum Sized packets.

= Discrepancy between progress in CPU/IC
network technology necessitates new h/w &
methods.




