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Long-term preservation of analysis software
environment
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Long-term preservation of scientific data represents a challenge to all experiments. Even after an experiment
has reached its end of life, it may be necessary to reprocess the data. There are two aspects of long-term data
preservation: “data” and “software”. While data can be preserved by migration, it is more complicated for the
software. Preserving source code and binaries is not enough; the full software and hardware environment is
needed. Virtual machines (VMs) may offer a solution by “freezing” a virtual hardware platform “in software”,
where the legacy software can run in the original environment.

A complete infrastructure package is developed for easy deployment andmanagement of such VMs. It is based
on a dedicated distribution of Linux, CERNVM. Updated versions will be made available for new software,
while older versions will still be available for legacy analysis software. Further, a HTTP-based file system,
CVMFS, is used for the distribution of the software. Since multiple versions of both software and VMs are
available, it is possible to process data with any software version, and a matching VM version. OpenNebula
is used to deploy the VMs. Traditionally, there are many tools for managing clouds from a VM point-of-view.
However, for experiments, it can bemore useful to have a tool which ismainly centred around the data, but also
allows for management of VMs. Therefore, a point-and-click web user interface is being developed that can
(a) keep track of the processing status of all data; (b) select data to be processed and which type of processing,
also selecting the version of software and matching VM; and (c) the configuration of the processing nodes, e.g.
memory and number of nodes. It is preferable that the interface has an experiment-dependent module which
will allow for easy adoption to various experiments. The complete package is designed to be easy to replicate
on any processing site, and to scale well. Besides data preservation, this paradigm also allows for distributed
cloud-computing on private and public clouds through the EC2 interface, for both legacy and contemporary
experiments, e.g. NA61 and the LHC experiments.

Summary
Long-term preservation of scientific data represents a challenge to experiments, especially with regard to
the analysis software. Preserving source code and binaries is not enough; the full software and hardware
environment is needed. Virtual machines (VMs) make it possible to preserve hardware “in software”. A com-
plete infrastructure package is developed for easy deployment and management of VMs, based on CERNVM
Linux. Older CERNVM versions will still be available for legacy software. Further, a HTTP-based file system,
CVMFS, is used for the distribution of the software. It is possible to process data with any software version,
and a matching VM version. Most importantly, a point-and-click web user interface is being developed for
setting up the complete processing chain, including VM/software versions, number/type of processing nodes,
and the particular type of analysis and data. This paradigm also allows for distributed cloud-computing on
private and public clouds, for both legacy and contemporary experiments.
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