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Health and performance monitoring of the large and
diverse online computing cluster of CMS
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The CMS experiment online cluster consists of 2300 computers and170 switches or routers operating on a
24 hour basis. This huge infrastructure must be monitored in a way that the administrators are proactively
warned of any failures or degradation in the system, in order to avoid or minimize downtime of the system
which can lead to loss of data taking. The number of metrics monitored per host varies from 20 to 40 and
covers basic host checks (disk, network, load) to application specific checks (service running) in addition to
hardware monitoring (through IPMI). The sheer number of hosts and checks per host in the system stretches
the limits of many monitoring tools and requires careful usage of various configuration optimizations in
order to work reliably. The initial monitoring system used in the CMS online cluster was based on Nagios,
but suffered from various drawbacks and did not work reliably in the recently expanded cluster. The CMS
cluster administrators investigated the different open source tools available and chose to use a fork of Nagios
called Icinga, with several plugin modules to enhance its scalability. The Gearman module provides a queuing
system for all checks and their results allowing easy load balancing across worker nodes. Supported modules
allow the grouping of checks in one single request thereby significantly reducing the network overhead for
doing a set of checks on a group of nodes. The PNP4nagios module provides the graphing capability to
Icing, which uses files as round robin databases (RRD). Additional software (rrdcached) optimizes access to
the RRD files and is vital in order to achieve the required number of operations. Furthermore, to make best
use of the monitoring information to notify the appropriate communities of any issues with their systems,
much work was put into the grouping of the checks according to, for example, the function of the machine,
the services running, the sub-detectors they belong to, and the criticality of the computer. An automated
system to generate the configuration of the monitoring system has been produced to facilitate its evolution
and maintenance. The use of these performance enhancing modules and the work on grouping the checks
has yielded impressive performance improvements over the pervious Nagios infrastructure allowing for the
monitoring of X metrics per second (compared to Y on the previous system). Furthermore the design allows
the easy growth of the infrastructure without the need to rethink the monitoring system as a whole.
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