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BESIII Experiment BESIII Offline Software System (BOSS) BESIII dataflow
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BESIII Offline Software System (BOSS), is a new offline data processing ML
software system which is developed based on GAUDI framework

External Libs: Geant4, ROOT, GDML, MySAQL...... ToF
OS: Scientific Linux Cern 5.5, GCC 4.3.2

Simulation, calibration, reconstruction, and analysis algorithms are core
software for data processing and physics analysis, software framework MDC, 120 um
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Summary

Large scale data samples from BESIII detector have been successfully processed.
DIRAC based distributed computing system is set up.

The performance test based on the prototype system shows it works.

More work needed before it comes into use.
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