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Ganga is an easy-to-use frontend for the definition and management of analysis jobs, providing a uniform
interface across multiple distributed computing systems. It is the main end-user distributed analysis tool for
the ATLAS and LHCb experiments and provides the foundation layer for the HammerCloud sytem, used by
the LHC experiments for validation and stress testing of their numerous distributed computing facilities.

This poster will illustrate recent developments aimed at improving both the efficiency with which computing
resources are utilised, and the end-user experience. Notable highlights include a new web-based monitoring
interface (WebGUI) that allows users to conveniently view the status of their submitted Ganga jobs and browse
the local job repository. Improvements to the core Ganga package will also be outlined. Specifically we will
highlight the development of procedures for automatic handling and resubmission of failed jobs, alongside a
mechanism that stores an analysis application such that it can be repeated (optionally using different input
data) at any point in the future.

We will demonstrate how tools that were initially developed for a specific user community have been migrated
into the Ganga core, and so can be exploited by a wider user-base. Similarly, examples will be given where
Ganga components have been adapted for use by communities in their custom analysis packages.
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Summary

An overview of recent Ganga developments, stressing improvements to the user-experience and demonstrat-
ing how originally community-specific tools have been adapted for use by a wider user-base.
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