The DESY Grid Lab in Action

P. Fuhrmann, Y. Kemp, D. Ozerov

ﬁ HELMHOLTZ

‘ ASSOCIATION

100000 T T
' WLCG Sites
GridLab
DESY-HH
DESY-ZN
<ATLAS Tier2>
<CMS Tier2> @
SE/CPU ATLAS-T2
SE/CPU CMS-T2 —

Hardware Setup of GridLab

| 1 L 1 L | L | l l J | 1 1
100 1000 10000 100000 1e+06

; 1 [ 1 . : 1000 ; ! ; 1 : HEPSPECO06
| 1 Notscaled results 5 pools results are } | | |
‘ scaled with the factor 1/5 | With 2.1 kKHS CPU and 90 TB, the DESY GridLab is well
0o | % ][ - 100 | - positioned on the WLCG site map. The CPU/STORAGE ratio
& | ) Scaled with 1" 1 pool data are not scaled - is large enough to make a realistic storage stress test.
-,E i ]
P, - . 10 | -H_E_“‘“"%-E_E_ -
_ _ Test of different protocols Number of Eﬁ?ts’
Ry ] | o4 1 degcne TR10 16T 1| . on the same hardware: processed in 24 hours
0 50 100 150 200 250 300 1 0 50 100 150 200 250 300 180000000
# jobs # jobs - - 160000000
NFS is clear winner. NFS
How well does IO performance scale with the number of pools? Are 100 jobs accessing oot
a single pool server equivalent to 500 jobs accessing 5 pool servers? xrootd implementation deap
Answer : Yes, the setup scales proportionally, in dCache is similar in :
if the data is well distributed or the hotswap feature is enabled. performance to the one of ™.
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* SATA NetApp systems are similar to dCache in price and performance.
* High-end NetApp systems with SAS show a much better performance.
* Better performance of DELL R510 (12 disks) compared with Thor (48 disks). 4.1 dcache (1xR510.18TB) > 100TB

* Despite the increase in capacity, performance per TB didn't decrease Y N
in the DELL R510, going from 2TB to 3TB disks. D -
* A first evaluation of a DESY SONAS system shows a performance similar to dCache. First limit © with more than
50 jobs/100TB efficiency
1000 ¢ . I I I ] I . 1000 : : ] : : : drOpS be|OW 70% nfs4.1 dcache (5xR510,90TB) -> 100TB
g nfs4.1 dcache 5xR510(2TB,60 disks) 90TB i |- . : | edidenche {AROIOGEIEI= OB
oS e 0 || Results of dCache test. N
nfs4.1 dcache 1xR510(3TB, 12 disks) 28TB : ' scaled according to ‘
the size of SONAS : : e
100 All results scaled - system GridLab Activity GridLab Presentations/Publications
S to the 100TB system s P.Fuhrmann, “NFS4.1 Initiative”, HEPIX'10 Cornell
@ & Y.Kemp et al. “NFS4.1 evaluation” CHEP2010
€ | € T * nfs4.1 demonstrator G.Behrmann et al. “xrootd in dCache” CHEP2010
® > T - P.Fuh , 'EMI,dCach d standards”, LBNL
10| i \\ + tests of different hardware _ """ SENE SN SIERAsrEn
= ] | N + cernvmfs tests P.Fuhrmann, “Report on NFS4.1” GDB 01/2011
' . P.Fuhrmann, EGI User Forum; dCache Workshop
nfs4.1 dcache 5xR510(12xSATA,RAID6,90TB) ->360TB ——— dCache testbed S.Kalinin, “xRootd”, dCache Workshop, Gottingen
M. 1 doache R A A R N AS 30018 | * HC tests development D.Ozerov, “Detailed local access protocol evaluation”,
1 : : : | | ' : 100 ' ' ' ' : : : HEPIX'11 Darmstadt
0 200 400 600 800 1000 1200 1400 1600 0 50 100 150 200 250 300 350 400 P.Fix et al., Dell Technical White Paper, “A dCache
#Jobs /100 TB #Jobs Open for your ideas! Comparison for Tier2/3 LHC Research Sites”
Y.Kemp et al., “Experience with HEP analysis on
CHEP 2012, New York City, USA, 21° - 25" May 2012 TRMEE T ESyEEms, CinlEzatiz




	Slide 1

