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; 11- The User asks the Reliable Transfer System for the wanted

12- The Reliable Transfer System sends one or more solicitations to

This works describes JavaFIRE, a File and Replication System Storage Element(s) for the transfer of the dataset:

for computational grids based on peer-to-peer (p2p) technology for the

storing of data and indexes. 13- Storage Elements transfer the dataset to the Reliable Transfer

By delivering data to individual storage elements it may reduce System;
the points of failure and the stress that exists today on the central
repositories in T1s, T2s and T3s. 14- The Reliable Transfer System delivers the dataset to the User.

Being p2p it is self-managed, therefore demanding much less :
manpower than the current solutions in use. Mal 1 Featu €S

It also implements a dynamic web search interface that greatly

reduces the time spent on searching datasets. i“i‘i iihi ” i ii Ei ‘ii |ii | Hi ‘ i ii‘ H ‘i I
All communication between the different modules of the system
MOdeI PrOPOSed IS done through Web Services (REST), thus allowing for a high degree

of intercommunication due to the use of open standards.

The JavaFIRE model proposed in this work Iis made of three Qﬁi‘m‘iﬁﬂ ;lii‘ﬂiiih ;l ‘ii ii I
different systems:

- A Vision System: used by the researcher to search for
datasets that match parameters previously defined. The Vision
System may query a Metadata database for advanced searches;

Several techniques are applied in order to minimize transfer
times, among them:
.  Pre-compression of data when worth (algorithm evaluates
- A Replica Management System: based on a peer-to-peer P (alg )
layer looks for different replicas of a dataset in order to improve the *Transfer several chucks of data from many sources in parallel

throughput and reduce the data transfer times; -Recovery of lost transfers

- o Rellizlole rElnsiielr SsilEi: eNSures Lzt e dlelzset e *High performance sources selection and replacement algorithm
properly transferred for the researcher machine.
Different pieces of a file may be stored on different storage

elements

No need to have the whole file in a storage element to use it
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From the moment of its conception, the idea was not to create a

/,,/4 stand-alone model, but rather one that would be able to integrate with
// many different Grid Middleware.

5 7 o As the model works using Web Services it Is quite easy to

[. ) RMS ~  STORAGE Integrate it, regardless of the Middleware being used.

N/ 10 The system is being tested with 3 different Middleware. First of all
\ g there i1s Globus, the most widely used of all. Then comes Clarens,
developed in Caltech specifically for the HEP area and finally with

Exehda, a middleware developed in Federal University of Rio Grande

do Sul (UFRGS). As Exehda uses Java serialization rather than Web

- Services, the model also provides APIs using this technology.
\ % RELIABLE

\_ TRANSFER Ja\{aFIRE relies on Globus Security Infrastructure (GSI) to handle
the security aspects.

peer-to-peer Layer |

The Replica Management Service, is based on a peer-to-peer
network. Its implementation is ready and is called JavaRMS. It uses
Distributed Hash Tables for the lookup service.

Figure 1- JavaFIRE Model
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